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A B S T R A C T   

Industry is adopting artificial intelligence (AI) at a rapid pace and a growing number of countries 
have declared national AI strategies. However, several spectacular AI failures have led to ethical 
concerns about responsibility in AI development and use, which gave rise to the emerging field of 
responsible AI (RAI). The field of responsible innovation (RI) has a longer history and evolved 
toward a framework for the entire research, development, and innovation life cycle. However, 
this research demonstrates that the uptake of RI by RAI has been slow. RAI has been developing 
independently, with three times the number of publications than RI. The objective and knowledge 
contribution of this research was to understand how RAI has been developing independently from 
RI and contribute to how RI could be leveraged toward the progression of RAI in a causal loop 
diagram. It is concluded that stakeholder engagement of citizens from diverse cultures across the 
Global North and South is a policy leverage point for moving the RI adoption by RAI toward 
global best practice. A role-specific recommendation for policy makers is made to deploy modes 
of engaging with the Global South with more urgency to avoid the risk of harming vulnerable 
populations. As an additional methodological contribution, this study employs a novel method, 
systematic science mapping, which combines systematic literature reviews with science mapping. 
This new method enabled the discovery of an emerging ‘axis of adoption’ of RI by RAI around the 
thematic areas of ethics, governance, stakeholder engagement, and sustainability. 828 Scopus 
articles were mapped for RI and 2489 articles were mapped for RAI. The research presented here 
is by any measure the largest systematic literature review of both fields to date and the only cross- 
disciplinary review from a methodological perspective.   

1. Introduction 

The atom bombs of the last century, the contribution of ‘innovative’ financial products to the culmination of the global financial 
crisis in 2008, or wrongful arrests caused by facial recognition technology are examples of innovations with harmful consequences 
[1–3]. In response to the unintended negative consequences of innovations, the responsible innovation (RI) movement has gained 
traction in its endeavors to balance economic, environmental, and sociocultural interests [4]. RI is often also referred to as ‘responsible 
research and innovation (RRI)’ in Europe or ‘responsible development’ in a nanotechnology context [5–8]. It will be discussed in 
Section 2.1 (Administrative and Industry Discourses of Responsible Innovation) that RRI emerged mainly from a government-driven 
policy discourse [9]. Industry uses the term RI more widely than the other terms [3]. The acronym ‘RI’ is used throughout this research 
and includes the stages of research and development at the front end of innovation. 
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RI concepts have a history of debate mainly in nanotechnology, genetics, synthetic biology, agritech, and geoengineering [10,11]. 
More recently, RI is taking center stage in the convergence of nanotechnology, biotechnology, information technology, and cognitive 
science, known as ‘NBIC’ [6,12,13]. 

Artificial intelligence (AI) is a multidisciplinary field to create autonomous machines (i.e., robots) or train computer software to 
behave rationally and humanly [14,15]. AI lies at the heart of the fourth industrial revolution [16], which takes innovation in 
automation, robotics, and cloud computing to a new generation of smart factories, autonomous systems, and the internet of things 
[17]. In such industry applications, AI is increasingly being combined with other innovations, such as distributed ledger technology (e. 
g., blockchain), quantum computing, and extended reality [18]. These innovation combinations are often referred to as ‘smart’ 
technologies. For example, when technology innovations in the financial services sector combine AI with blockchain, extended reality, 
or robotic process automation, they are referred to as ‘smart fintech’ [19]. 

First, this Introduction section discusses administrative, industry, and academic discourses of RI. Next, AI is presented through an 
academic lense of RI to establish the importance of AI as perceived by the literature on RI. Then, a case is made for why the field of RAI 
should reciprocate and embrace RI. Next, it is exposed that the academic field of RAI does not reciprocate its relevance to RI, despite 
RI’s earlier foundations. Then, the objective and contribution of this research are presented with specific research questions to un
derstand how RAI has been developing independently from RI, and how to reverse this trend toward leveraging RI for RAI 
advancement. 

1.1. Artificial intelligence through a lens of responsible innovation 

A Scopus database search for ‘responsible innovation’, ‘responsible research and innovation’, and ‘responsible development’ in the 
titles, abstracts, and keywords found 1429 publications in the period 1976–2020. Fig. 1 shows an excerpt of a bibliometric map for 
these publications, which was obtained with the VOSviewer tool. 

A shorter distance between two RI concepts in Fig. 1 reflects a stronger relationship [20]. The size of a sphere reflects its ‘centrality’ 
(i.e., influence) in the corpus [21]. The thickness of connecting lines denotes the relative strength of linked concepts [22]. 

The concentric circle in Fig. 1 zooms in around RI. It can be seen that AI has become a technology focus for RI in academia ahead of 
nanotechnology. The European Union (EU) recognized that RI provides a suitable framework for building public trust [23,24] and 
became the first government globally to release draft regulations for the development and use of ‘trustworthy AI’, based on RI 
principles [25].1 The EU’s Horizon 2020 program for funding research and innovation in the period 2014–2020, including its AI 
projects, therefore, resides within this ‘inner circle’. For example, Horizon’s Human Brain Project develops novel information and 
communication technology (ICT) architectures, based on convergence with neuroscience, and integrated governance for ethical and 
social issues [26]. Alternative terms often used for ‘trustworthy AI’ are ‘responsible AI (RAI)’, ‘beneficial AI’, or ‘ethical AI’ [24,27–30]. 
The term RAI is used in the remainder of this research. 

1.2. Why artificial intelligence should embrace responsible innovation 

This section discusses some spectacular AI failures in the wake of its compound aggregate growth rate above 35% until 2026 in 
industry and an emerging innovations race at a geopolitical level to claim leadership in at least some aspects of the technology [31–35]. 

The People’s Republic of China (PRC) is promoting AI policies with weak privacy regulations, which enables it to harvest data from 
its large population (and arguably, the TikTok app) for leadership in image and speech recognition algorithms [32,36–38]. In the US 
conversely, facial recognition algorithms derived from smaller and unrepresentative (i.e., biased) data sets led to wrongful arrests, 
prompting US vendors to withdraw their facial recognition technologies [1,39]. Separately in 2021, Facebook settled for $650 m in a 
privacy lawsuit for allegedly using facial recognition without the permission of its users, which is one of the largest privacy-related 
settlements to date [40]. 

From a sustainability perspective, the reliance on a phenomenal amount of data for training AI algorithms consumes a substantial 
amount of computing power, which measurably contributes to CO2 emissions [41]. Reinforcement learning bots on the internet have 
spread fake news, increased the radicalization of society, and have caused addictive social media behaviors through an intended form 
of innovative business model [27,42,43]. 

AI crime is another unintended consequence [44]and makes it more difficult to identify the perpetrators [45]. 
For the future of our workforce, have we learned from the devastating job losses through business process reengineering in the 

1990s [46] to prepare our society better for an ever-increasing degree of automation? AI and robotics are increasingly causing a ‘job 
polarization’ or ‘dumbbell shape’ [47] whereby high-skilled and low-skilled jobs are both in demand, but the former are paid well and 
the latter are paid poorly. Most jobs are medium-skill jobs in factories and offices, which are most likely to be automated for their 
predictable tasks [48]. Likewise, at the managerial level, middle management will be most affected by reskilling requirements as the 
focus here shifts from fewer predictions being made from a manager’s experience toward an understanding of how to make decisions 
from AI predictions [49]. 

Experts predict with a 75% probability that by the year 2105 AI has learned how to learn beyond a point of human assistance [50]. 
At that point, the concept of moral agency (or ‘free will’) of machines comes to play [51] and fears are that humans might become an 

1 Refer to Section 5.2 for a more detailed discussion. 
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intelligently inferior species. Think of the dangers of machines enslaving humankind as illustrated in science fiction movies such as 
2001: A Space Odyssey or The Terminator. Yampolskiy and Spellchecker [52] argue that this is conceivable if maleficent intent or poor 
AI design come to play. 

It is therefore not surprising that primary studies emphasize the importance of trust-building for the acceptance, adoption, and 
diffusion of AI in a socially responsible way [53–55]. A report on innovation by the US National Security Commission on AI [56] 
cautions “if AI systems do not work as designed, or are unpredictable in ways that can have significant negative consequences, then 
leaders will not adopt them, operators will not use them, Congress will not fund them, and the American people will not support them” 
(p. 133). 

Despite such public declarations and research evidence, a current study predicts that RI will not be widely adopted by RAI until 
2030 [57,58]. Opinions differ about the degree to which such predictions impact the diffusion of AI, or perhaps could even cause 
another AI ‘autumn’ or ‘winter’ [59–61]. In the meantime, the trust issue in the AI debate has spilled over into the wider information 
and communication technology (ICT) field [62,63]. 

1.3. Research objective and questions 

This section explains that only a few concepts of RAI are based on RI, which became clear when the earlier Scopus search from 
Section 1.1 was restricted to journal articles for RI and RAI.2 Although the centrality of AI in the RI literature is shown inside the 
concentric circle of Fig. 1, just 147 articles referenced both fields, which equates to 18% of 828 RI articles and yet only 6% of 2489 RAI 
articles. In other words, the field of RI refers to RAI three times more often. Fig. 2 depicts the publication and referencing proportions 
between the two fields in a Venn diagram and establishes an arena for the objective/contribution and questions of this research, which 
will be discussed next. 

The objective and contribution of this research were to understand how RAI has been developing independently from RI and 
facilitating a reversal of this trend toward leveraging RI for RAI advancement. This led to the following research questions:  

• RQ1: How can the corpus of RI be mapped to establish the evolution of its concepts?  
• RQ2: How can the corpus of RAI be mapped to establish the evolution of its concepts?  
• RQ3: What are the emerging trends in the evolution of RI and RAI?  
• RQ4: What is likely is likely to occur in the future for RAI and how can RI be leveraged toward the progression of RAI? 

The remainder of this research is structured as follows: First, a literature review in Section 2 discusses the origins of RI and its 
interdisciplinary nature. A tabulation of extant literature reviews for both RI and RAI is included to underpin the methodological 
contributions of this research in terms of its comprehensiveness and the need for cross-disciplinary research between the two fields. 
Boolean search terms are presented for the Scopus database and publication productivity is charted. Next, the design of this research is 
presented in Section 3 with a novel methodology, systematic science mapping, for conducting a cross-disciplinary review of the 
evolution of RI and RAI. The science mapping component of this design is discussed in more detail, including its parameterization for 

Fig. 1. Bibliometric map of RI concepts – sphere size is proportional to thematic occurrences (source: author, based on VOSviewer-produced 
visualization). 

2 The detailed bibliometric search term for RAI will be discussed in Section 2.5. 
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replicability by other researchers. Section 4 addresses RQ1 — RQ3 by presenting the science mapping results to establish the evolution 
of concepts and emerging trends. An emerging ‘axis of adoption’ of RI by RAI is discussed around the thematic areas of ethics, 
governance, stakeholder engagement, and sustainability. The discussion in Section 5 is structured around this axis and synthesizes the 
science mapping results with theoretical insights for identified concepts. The synthesis covers the drivers, catalysts, and inhibitors of RI 
adoption. From the constructs and their relationships involved, a framework for the adoption of RI by RAI is developed in a systems- 
theoretic causal loop diagram. Finally, Section 6 summarizes the conclusions and limitations of this research, and makes suggestions 
for future research. 

2. Literature review 

This section discusses the origins of RI, and its interdisciplinary nature, and demonstrates a research gap for integrative, cross- 
disciplinary research between the fields of RI and RAI, based on the particularities of the two fields in theory and practice. It builds 
a case for RQ1 — RQ3 above, as a prerequisite to addressing RQ4. 

2.1. Administrative and Industry Discourses of Responsible Innovation 

A widely acknowledged definition of RI from the policy discourse is provided by Von Schomberg as “a transparent, interactive 
process by which societal actors and innovators become mutually responsive to each other with a view to the (ethical) acceptability, 
sustainability and societal desirability of the innovation process and its marketable products (to allow a proper embedding of scientific 
and technological advances in our society) [64].” Sustainability here means meeting present needs without compromising the ability of 
future generations to meet their own needs [65]. It includes ‘grand challenges’ such as inequality, hunger and access to water, 
pollution, loss of biodiversity, violent conflicts, deforestation, acidification of the oceans, global warming, infectious diseases, and 
pandemics [12,66]. Von Schomberg’s definition was integral to the European Union’s Horizon 2020 program, following on with its 
new Horizon Europe program until 2027. 

[67]. Horizon cites the three pillars of sustainability to benefit from RI: people, planet, and profit [68]. In industry, RI has therefore 
strong links with corporate social responsibility (CSR) [3], which embeds social responsibility in the day-to-day operations of orga
nizations [69]. It is noted that CSR is broader than RI and sustainability is only one aspect of RI. Nevertheless, the United Nations list RI 
as one of the implementation means toward their Sustainable Development Goals (SDGs) by 2030 [64]. 

2.2. The academic discourse of responsible innovation 

An alternative definition of RI from the academic/scholarly domain is provided by Stilgoe et al. as “taking care of the future through 
collective stewardship of science and innovation in the present [70].” These authors developed a socially democratic framework of 
ethical governance attributes – anticipation, reflexivity, inclusion, and responsiveness – which has also been integrated into the EU’s 
Horizon program [11,71] and became a benchmark in the scholarly RI literature [64]. Both the above RI definitions imply a 
‘human-centric approach’, which emphasizes public engagement in research and innovation [29,72]. Science and technology (STS) 
scholars are also advocating public participation for a ‘co-construction’ of science and society [73]. Feminist STS denotes the overlap of 
STS and feminist technoscience studies [74]. And the term ‘intersectionality’ extends feminist STS beyond a binary gender view, 
including race, social class, gender, sexuality, and disabilities to understand how the insights from feminist STS can be applied in such a 
broadened context [39,75]. The term ‘data feminism’ has been popularized by D’Ignazio and Klein [76]. 

Fig. 2. Venn diagram for the referencing relationship between responsible innovation and responsible artificial intelligence (source: author, based 
on Scopus data). 
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2.3. The interdisciplinary nature of responsible innovation 

As a discipline, RI is related to several other fields, such as social shaping of technology, socio-technical integration research (STIR), 
science and engineering ethics, applied ethics, human-centered design, participatory design, value-sensitive design, value-conscious 
design, technology assessment (TA) and technology foresight [6,72,77–79]. Business and engineering schools have been the most 
prolific publishers in the management of technological innovation [80]. But in RI, the social sciences and humanities have an equally 
strong publication presence. Fig. 3 depicts a breakdown of the RI literature by subject area in the Scopus database. 

A noteworthy point here is that Scopus does not assign an article’s subject area from its keywords. Instead, the article inherits its 
subject area from the classification of its journal, book, or conference proceedings [81]. For example, the Heliyon journal is classified in 
Scopus as multidisciplinary, which means that it publishes articles from multiple disciplines, which are not necessarily multidisci
plinary articles themselves. Nevertheless, the interdisciplinary nature of RI is illustrated through the diversity of its major subject 
areas: the social sciences; business management and accounting; engineering; and arts and humanities. 

2.4. A tabulated review of previous literature reviews of RI and RAI 

This section focuses on the methodological contribution of this research by tabulating extant literature reviews for both fields, RI 
and RAI. A need for cross-disciplinary research between the two fields is established. 

Fourteen types of literature reviews have been identified by Grant & Booth [82]. Four types of reviews are particularly relevant to 
this research: bibliometrics, science mapping, systematic literature reviews, and thematic analysis. Bibliometrics have increasingly 
been used for reviews in the AI field since the beginning of this century to analyze the publication performance of authors, institutions, 
journals, or countries [83,84]. Science mapping is a subfield of its parent discipline, scientometrics [85], which analyses the concepts 
of scientific fields and/or uncovers their evolutionary nature [86,87]. Systematic literature reviews (SLRs) are widely used in 
health-related research and are considered more rigorous than literature reviews in business because they facilitate replicability by 
researchers and minimize bias in the identification, selection, synthesis, and summary of sources [88,89]. Table 1 compares the 
literature reviews found in the English language for RI and RAI. It is shown which studies include systematic reviews, publication 
performance analysis, the evolution of themes, and/or a thematic analysis, i.e., a qualitative analysis that focuses on themes within the 
body of literature [90]. 

Lubberink et al. [109] conducted the first SLR of RI covering three bibliometric databases with a focus on empirical research. 
Several other literature reviews have been published for RI as a whole [96,101,108] or specific RI subfields [64,71,91,92,94,95,107, 
111]. Heersmink et al. [110] provided the first bibliometric mapping of RAI-related concepts in AI’s parent field of information and 
communication technology (ICT). Since then, RAI concepts have been mapped for various AI technologies and specific subfields of 
interest [83,93,97–100,102,105,106]. 

No cross-disciplinary literature review across RI and RAI could be found to date, which is one of the methodological contributions 
of this research (refer to Sections 4 and 5). Table 1 also demonstrates a second methodological contribution as this research is the most 
comprehensive and up-to-date literature review of RI and RAI by any measure (i.e., scale in terms of the number of publications 
reviewed as well as the inclusion of a systematic review, and analysis of performance, themes, and evolution). The next section 
provides a quantitative analysis of publication productivity for both fields. 

2.5. A quantitative review of publication productivity 

Bibliometric research often uses Google Scholar, Clarivate’s Web of Science (WoS), or Elsevier’s Scopus databases [112–115]. All 
are suitable due to their multidisciplinary coverage [113,116], which aligns with the interdisciplinary nature of RI as discussed in 
Section 2.3. However, searches in these databases produce different results as several studies demonstrate [112,113,115–118]. Google 
Scholar is the largest database, followed by Scopus and then WoS [118]. What makes Google Scholar less suitable for bibliometric 
research is that it also captures nonacademic publications and it does not provide a bulk export facility for further analysis with 
bibliometric tools [119,120]. Scopus was chosen for this research over WoS because it covers a wider range of journals [116,121]. 
Indeed, other recent research on AI found that the majority of articles outside the WoS database could be found in Scopus [114]. 

The search process in Scopus started with Boolean terms to find publications relating to RI. The earlier discussed RI synonyms in 
Section 1.1 were included to find all relevant documents (i.e., ‘responsible innovation’, ‘responsible research and innovation’, and 
‘responsible development’). A search for the ‘wider’ RI field was also conducted by including RI-related areas (i.e., technology 
assessment, technology foresight, value-sensitive design, value-conscious design, social shaping of technology, and science and en
gineering ethics). The search for RAI publications required a more intricate Boolean search because the term AI is widely used and 
loosely defined [1,93,122,123]. Over time, AI developed into various paradigms: algorithmic AI (such as machine/deep learning and 
big data), symbolic AI (such as expert systems), and metaheuristic AI such as nature-inspired and quantum computing [14,15,91]. 
Across these paradigms are disciplines and technologies such as data science, business intelligence, robotics, big data, robotic process 
automation, and autonomous systems [124–127]. Such AI-related terms had to be included in the search for RAI publications because 
publications sometimes do not refer directly to AI [14]. Various ethical terms also had to be included for the same reason [85]. The 
searches were restricted to journal articles. The following Boolean search term for RAI was used (in Scopus syntax for replicability by 
other researchers): 

(TITLE-ABS-KEY ( "ethic*" ) OR TITLE-ABS-KEY ( "unethic*" ) OR TITLE-ABS-KEY ( {privacy} ) OR TITLE-ABS-KEY ( {XAI} ) OR 
TITLE-ABS-KEY ("explainab*" ) OR TITLE-ABS-KEY ( {moral} )) AND ( TITLE-ABS-KEY ( "data science" ) OR TITLE-ABS-KEY ( "big 
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data" ) OR TITLE-ABS-KEY ( {AI} ) OR TITLE-ABS-KEY ( "artificial intelligence" ) OR TITLE-ABS-KEY ( "machine learning" ) OR ( "deep 
learning" ) OR TITLE-ABS-KEY ( "expert system*" ) OR TITLE-ABS-KEY ( "neural net*" )) AND ( LIMIT-TO ( SRCTYPE,"j" ) ) AND (LIMIT- 
TO ( DOCTYPE,"ar" ) ) AND ( LIMIT-TO ( LANGUAGE,"English" ) ) 

Fig. 4 depicts the number of Scopus documents by year for RAI, RI, and RI-related fields. 
In total, 23593 documents were found for RAI in Scopus between the years 1962 and 2020, which is a similar order of magnitude to 

the 27333 documents for the RI-related fields in the same period. However, RAI has a higher growth rate and exceeds the number of 
annual RI-related publications since 2016. With just 1429 Scopus publications by 2020, RI is still an embryonic field. Interestingly, 
when RI’s related fields are included the number of publications increased almost twenty-fold with an upward shift in publications 
since the turn of this century. Due to the small order of magnitude of RI publications compared to RAI, a logarithmic scale was used in 
Fig. 5 to juxtapose the academic publication productivity of RI, RI-related fields, and RAI. 

It can be seen in Fig. 5 that the literature productivity on RI is lagging substantially behind RAI. When the functional forms are 
compared, it appears that RI publication volumes are time-shifted by about 6 years behind RAI’s. 

3. Methodology – systematic science mapping 

This section discusses the research design and the science mapping method, including its parameterization. 
SLRs are often conflated with metanalysis to provide a synthesis of previous quantitative studies toward estimating trends and 

assessing variations [128]. In this research, the application of metanalytic procedures was not feasible for two reasons: RAI concepts in 
the literature are substantially inconsistent [27,85], and more than 3317 (828 RI plus 2489 RAI) articles needed to be analyzed [129]. 
Science mapping was more suitable for addressing the holistic nature of the research questions in this study [130] and has previously 
been used in combination with SLRs for AI [131] or to add a quantitative perspective to STS in the context of technology and society 
interconnectedness [132]. The combination of SLRs with science mapping is sometimes referred to as a ‘systematic literature network 
analysis’ [22,133]. 

3.1. Research design 

The research design is depicted in Fig. 6, based on a PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) 
flowchart [134]. The replicability of this research by other researchers was an important consideration, which is why the parame
terization of science mapping is also elaborated on. 

The following steps were followed at the science mapping stage of Fig. 6:  

(1) Map the RI corpus from 828 articles in the Scopus database.  
(2) Map the RAI corpus from 2489 Scopus articles.  
(3) Identify evolutionary differences and commonalities between RI and RAI. 

A synthesis of the science mapping results was then used to develop a systems-theory-based causal loop diagram to make rec
ommendations for the adoption of RI by RAI. 

Fig. 3. RI publications by Scopus subject area (source: author, based on Scopus data).  
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3.2. Science mapping method 

The articles were distributed across four periods in a way that minimized the suppression of emerging themes and domination of 
established themes. The distribution of articles across periods is shown in Table 2. 

Science mapping often relies on co-occurrences of articles’ keywords, or ‘co-word analysis’, as a common technique for mapping 
the evolution of a field [135]. Co-word analysis dates back to Callon & Turner [136] and employs statistical clustering techniques to 
group publications into themes based on similarity measures for their keywords. Co-word analyses have been deployed by previous 
combinations of systematic reviews with bibliometric methods [22,137–139]. As the first indicator of an article’s focus, the co-oc
currence parameters in Table 3 were used as a minimum threshold for words appearing together in an article’s title, abstract, or 
keywords. 

A threshold level of 2 was used for the RI articles and a level of 3 was applied to the RAI articles, due to the difference in their overall 
number of articles. Subsequently, articles were clustered into themes for each period according to the inclusion metric to emphasize 
dominant themes [135]. Inclusion is less sensitive to the volume of publications than other metrics [140], which was the key issue by 
an order of magnitude between corpora of RI and RAI. Inclusion has also been proven useful with overlapping themes [141], which is a 

Table 1 
Comparison of extant literature reviews for responsible innovation and responsible artificial intelligence31 (source: author).  

Authors Systematic 
Review 

Performance 
Analysis 

Thematic 
Analysis 

Evolution of 
Themes 

Sample Field and Bibliometric Database 

Fosso Wamba et al. 
[91]  

✓ ✓ ✓ 1048 papers, 1991–2019 AI, social innovation, Web of 
Science (WoS) 

Obradović et al. 
[92] 

✓ ✓ ✓  239 articles, 2003–2019 Open innovation in 
manufacturing, Scopus and WoS 

Stahl et al. [93]   ✓  Mixed methods research Algorithmic AI 
Granstrand and 

Holgersson [94] 
✓  ✓  22 articles, No period 

specified 
Innovation ecosystems, WoS 

Gonzales-Gemio 
et al. [64] 

✓ ✓ ✓  102 articles, 2000–2020 
(April cutoff) 

RI in SMEs, WoS 

Harsanto et al. [95] ✓ ✓ ✓  17 articles, 2013–2020 RI in emerging economies 
Nazarko [96]  ✓ ✓  841 papers, 2009–2019 RI in Scopus 
Kuc-Czarnecka and 

Olczyk [97]  
✓ ✓  892 WoS papers to 2020 Big Data 

Di Vaio et al. [98] ✓ ✓ ✓  73 WoS papers 
1990–2019 

Sustainability 

Hernández-Orallo 
and Vold [99] 

✓  ✓  1500 research papers 
1970–2017 

Safety 

Loi et al. [100]   ✓  20 declarations from 
industry, government & 
NGOs 

All AI technologies 

Nazarko [101]  ✓ ✓  360 papers, 2009–2018 RI in Scopus 
Lehoux et al. [71] ✓  ✓  254 articles, 2000–2016 RI in health, PubMed, EMBASE, 

PsycINFO, IBSS, ProQuest, PAIS, 
WoS 

Vakkuri and 
Abrahamsson 
[102] 

✓  ✓  83 articles 2012–2020 All AI technologies 

Jobin et al. [103] ✓ ✓ ✓  84 declarations from 
industry, government & 
NGOs 

Governance, regulation & policy 

Tran et al. [104] ✓ ✓ ✓  204 WoS articles, 
1977–2018 

AI in Health 

Ronzhyn and 
Wimmer [105] 

✓  ✓  74 papers eGovernment 

Zawacki-Richter 
et al. [106] 

✓ ✓ ✓  146 articles 2007–2018 Higher education 

Alonso et al. [83]  ✓ ✓  3737 Scopus articles 
1961–2017 

Explainable AI (XAI) 

Reijers et al. [107] ✓  ✓  136 papers, 1990–2015 Ethics in RI, Scopus, WoS and 
Springerlink 

Burget et al. [108]   ✓  235 articles, no period 
specified 

RI in EBSCO and Google Scholar 

Lubberink et al. 
[109] 

✓    72 empirical articles, 
unrestricted period 

RI in Scopus, WoS and Abi Inform 

Heersmink et al. 
[110]   

✓  1027 papers, 2003–2009 ICT 

Di Vaio et al. [111] ✓ ✓ ✓ ✓ 114 articles 1990–2021 RI and ethical corporate behavior 
in Scopus and Google Scholar 

This research ✓ ✓ ✓ ✓ 828 RI and 2489 RAI 
articles, 1962–2020 

Cross-disciplinary study between 
RI and RAI in Scopus  
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problem, particularly with RAI [27,85]. 

4. Science mapping results 

This section discusses the science mapping results for mapping the corpora of RI and RAI to establish the evolution of their concepts 
(i.e., RQ1 and RQ2). Steps 1)—3) of section 3.1 (Research Design) were followed. Emerging trends in the evolution of RI and RAI are 
presented (i.e., RQ3). 

4.1. Evolutionary visualizations 

The evolutionary maps in Figs. 7 and 9 depict the thematic evolution of RI and RAI, respectively. 
Solid lines across periods show strong connections among themes that share at least the number of keywords as per the Network 

(NW) Edge Reduction parameters of Table 3. In some cases, a theme may even become absorbed by another one, such as Governance, 
Regulation & Policy being absorbed by Ethics in the 2020 period of Fig. 7. Dashed lines denote themes sharing fewer keywords across 
periods than solid lines, which denotes a weaker connection. The width of solid or dashed lines is proportional to the inclusion index, 
indicating the strength of a relationship. Tracing solid and dotted lines defines a thematic area, which depicts how themes have 
developed into others and across sub-themes. These thematic areas are shaded in blue for Governance, Regulation & Policy and in 
amber for Ethics in Figs. 7 and 9. 

The size of the spheres in Figs. 7 and 9 is proportional to the h-index of their associated themes. The h-index measures the impact of 
themes by combining quantitative factors (i.e., publication counts) and qualitative factors, i.e., citations [47,142]. The average 
h-indexes across all periods of Figs. 7 and 9 were 15 and 14, respectively. Such high average h-indexes suggest that the themes 
identified had a high impact on the scholarly literature of RI and RAI. 

In the RI literature, the theme Governance, Regulation & Policy maintained its connection with Stakeholder Engagement 
throughout all periods to form the blue thematic area in Fig. 7. Sustainability joined that area in the period 2018–2019. 

Fig. 4. Number of Scopus documents by year for RI, related fields, and RAI (source: author, based on Scopus data).  

Fig. 5. Logarithmic scale of Scopus documents by year for RI, related fields, and RAI (source: author, based on Scopus data).  

3 Sorted by date. 
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Technology assessment (TA) and technology foresight (TF) have both been foundational since the earliest period 1978–2013 [143] 
in Fig. 7. TF relies less on expert advice than TA and typically involves a wider group of stakeholders such as local citizens or laypersons 
[144]. TF is often conflated with ‘future(s) thinking’ or ‘horizon scanning’, but they are distinct concepts [145,146]. The former is 
more of a mindset whereas the latter is often used as a method within the more process-oriented TF [147]. TA and TF are together 
referred to as TAF for the remainder of this text. As a thematic area, TAF is shaded in amber and has strong overlaps with the 

Fig. 6. Systematic review flow chart, based on PRISMA (source: author).  

Table 2 
Number of Scopus articles by period.  

Period RI Corpus RAI Corpus 

1962–2013 122 325 
2014–2017 296 593 
2018–2019 228 680 
2020 182 891  

Table 3 
Science mapping parameters.  

Parameter RI RAI 

Co-Occurrence 2 3 
Edge Reduction 2 3 
Min Network 3 4 
Max Network 6 11  

H. Herrmann                                                                                                                                                                                                            



Heliyon 9 (2023) e14379

10

Governance, Regulation & Policy area through the Stakeholder Engagement theme. TAF became absorbed by Ethics and Stakeholder 
Management in the 2014–2017 period. 

The longitudinal stability of Fig. 7 is assessed next with the help of Fig. 8. 
The total number of keywords in each period is encircled in Fig. 8. The horizontal arrows between consecutive periods show their 

number of shared keywords and their proportion in brackets relative to the previous period (inclusion index). The angled connectors 
show how many keywords were added or dropped from one period to the next. Fig. 8 shows that the number of new, transient, and 
overall keywords is small to the extent that the last period contains just 38% more keywords (51) than the first period (37). In addition, 
the inclusion index decreases over time (0.62, 0.53, and 0.49). These observations suggest that RI is still an embryonic field and in a 
state of flux, which is corroborated through separate research by Alcaide–Muñoz et al. [130]. 

Next, the evolutionary map of RAI is presented in Fig. 9 and its stability over time is discussed, based on Fig. 10. 
As is the case for RI, Governance, Regulation & Policy features in Fig. 9 as a thematic area for RAI shaded in blue color. Likewise, 

Ethics is also a dominant thematic area right from the first period 1962–2013 and shaded in amber. Robotics is part of that thematic 
area and emerged in the period 2018–2019. Different from RI and its reliance on TAF, however, no methods for implementing RAI were 
found to be statistically significant for the parameters of Table 3. This suggests an implementation gap in RAI, which will be discussed 
further in Sections 5.2 and 5.4. 

The stability of Fig. 9 over time is explored next in Fig. 10. 
The 2020 period contained almost four times the number of RAI keywords as compared to the first period 1962–2013. In addition, 

the inclusion index increases by 5% points period on period (0.48, 0.53, and 0.58), which is encouraging for robust conclusions. 

4.2. Conceptualizations of emerging trends 

This section addresses RQ3: What are the emerging trends in the evolution of RI and RAI? To answer this question, a deeper look at the 
endpoints of the thematic areas in the evolutionary maps from Figs. 7 and 9 needs to be taken. That is, a look to understand the internal 
structure of the theme clusters for the year 2020. This might give further insights into evolutionary commonalities and differences 
between RI and RAI. The internal cluster structure is represented by ‘cluster network graphs’ with themes as nodes. The central theme 
of a cluster gives the cluster its name [86]. The thickness of their connecting lines is proportional to the inclusion metric [148]. The size 
of the spheres is proportional to the number of articles in the cluster. The cluster networks for RI and RAI are juxtaposed in Figs. 11 and 
12, respectively. 

Fig. 11a) shows three dominating applications of RI in AI, Nano- and Biotechnology, and Geoengineering. TAF is the major method 
for ethical assessments. Governance, Regulation & Policy have almost the same weight in this cluster as its central theme, Ethics, with 
strong links to all other cluster themes. Sustainability in Fig. 11b) has an even stronger weight than the central theme, Stakeholder 
Engagement. The latter has more interactions with the other themes in the cluster, which is why it became the central theme [47]. The 
EU and Universities are strong stakeholders in the pursuit of Social Responsibility. Science Shops were pioneered in the Netherlands in 
the 1970s [149] and are explored nowadays as part of the EU’s Horizon programs as a vehicle for the engagement of the public with 
other stakeholders [150]. It is, therefore, no surprise that Science Shops have the strongest link with Stakeholder Engagement in 
Fig. 11b) despite their embryonic documents count in RI for 2020. 

Governance, Regulation & Policy in Fig. 12a) is fragmented into ten isolated subthemes that do not share internal links in the RAI 
cluster for 2020. On inspecting the articles of that cluster, however, the highest cited documents and more than half of all cluster 
documents relate to Privacy as a common tenet. Ethics is the largest cluster in 2020 for RAI with many interconnected themes in 
Fig. 12b). Several RI-related themes feature strongly in the cluster such as Innovation, Responsibility & Accountability, RI, Fairness, 
Stakeholder Engagement, and the EU’s Horizon programs. Sustainability is the smallest RAI cluster. But it includes interconnected RI 
themes such as TAF and Social Responsibility. By way of clarification, Long-Short-Term Neural Nets in Fig. 12c) are useful for time- 
series-based predictions and have been applied in environmental and energy sciences [151]. 

When Figs. 11 and 12 are compared holistically, a set of common themes emerges between RI and RAI for the 2020 period: Ethics, 
Governance/Regulation/Policy, Stakeholder Engagement, and Sustainability. These themes form an axis in both figures, which is 

Fig. 7. Evolutionary map for RI with thematic areas – sphere size denotes the h-index of articles (source: author, based on SciMAT-produced 
visualization). 
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encircled by dashed lines in green color. Space restrictions do not allow for the listing of cluster networks for the previous periods. But 
when they were inspected, this axis can be traced back in RAI to the 2014–2017 period. The axis could therefore be interpreted as RAI’s 
recent ‘axis of adoption’ of RI themes, which started somewhere in the 2014–2017 period. 

5. Discussion and Synthesis of Results 

RQ4 asks: What is likely is likely to occur in the future for RAI and how can RI be leveraged toward the progression of RAI? To address it, 
this section is structured around the ‘axis themes’ of Figs. 11 and 12 that drive RAI’s adoption of RI: ethics; governance, regulation and 
policy; stakeholder engagement; and sustainability. Theoretical insights for each axis theme are discussed under a separate heading 
and synthesized with the science mapping results from Section 4. The synthesis covers the drivers, catalysts, and inhibitors of RI 
adoption. 

5.1. Ethics 

RAI has been inspired by Wiener’s [152] seminal work on the “automatic age” and its ethical and societal implications from ICT. 
Wiener laid the foundation for the RAI principles of freedom, justice, and benevolence [153]. Since then, the ICT field has focused on 
the ethical use of machines by humans, whereas the RAI discourse relates more to the behavior of machines toward humans, society as 

Fig. 8. Stability of the RI evolutionary map (source: author, based on SciMAT-produced visualization).  

Fig. 9. Evolutionary map for RAI with thematic areas – sphere size denotes the h-index of articles (source: author, based on SciMAT-produced 
visualization). 

Fig. 10. Stability of the RAI evolutionary map (source: author, based on SciMAT-produced visualization).  
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a whole, as well as other machines [154–156]. 
Stahl et al. [93], found that philosophical ethical theory and moral debates were not significant themes in scholarly RAI research. 

Indeed, the literature sidesteps ethical theory debates by focusing on the definition of ethical principles. This focus on principles 
without a debate of ethical theory is referred to as principlism [157–159]. The neglect of normative ethical theory in the EAI debate is a 
gap in the literature, including deontology when principles become operationalized and governed [158,159]. Such a gap is significant 
because RAI is a value-laden area and the personal values of AI designers influence the way machines either augment decisions (with 
humans in the decision loop) or fully automate decisions [79,160,161]. 

5.1.1. Inconsistent conceptualizations of ethical principles 
Significant overlaps and differences exist between RI and RAI fields on the principles of responsibility, beneficence, non- 

maleficence, and fairness [8,66]. They are compounded by overlaps and variances across ethical concepts within the RAI corpus [23, 
27]. For example, responsibility needs to be taken for the ethical principles of beneficence, non-maleficence, fairness, and governance 
[162]. Thus, responsibility takes the social embeddedness of technology and ethical aspects explicitly into account [163]. Social 
embeddedness also makes it obvious that responsibility is overlapping with the fairness principle [103]. Much of the fairness debate 
overlaps with the issue of bias in RAI [164]. Beneficence and non-maleficence are more complicated, due to their interdependent 
relationship. For example, social and companion robotics are active RAI research fields on beneficence, but intimate robotics is still 

Fig. 11. Cluster networks for responsible innovation – sphere size denotes publications count (source: author, based on modified SciMAT outputs 
for readability). 

Fig. 12. Cluster networks for responsible artificial intelligence – sphere size denotes publications count (source: author, based on modified SciMAT 
outputs for readability). 
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considered taboo and rarely broached in the scholarly literature or conferences [165]. On the issue of whether the development of 
intimate robotics is ethically appropriate, there are feminist perspectives [166], queer studies [167], and other perspectives. 
Regardless of the perspective taken, an ethical obligation emerges for the technology to prevent harm under the principle of non-
maleficence [168]. 

5.1.2. Eurocentric ethical norms 
A notable 74% of RI publications In Scopus received research funding with 26% of all publications being funded by the European 

Commission. Just on the Horizon 2020 program alone, more than €100 m was spent between 2014 and 2020 on RI and RAI projects 
[101]. This demonstrates the importance of Europe’s agenda for both fields. By the same token, such Eurocentrism [refer to Fig. 11b) 
and 12b)] is a barrier to global RI/RAI acceptance, due to cultural and regulatory differences with the rest of the world and indeed, 
even within the EU [96,169]. 

More specifically, public RAI declarations by governments, industry, and NGOs are dominated by wealthy Western countries from 
the Global North and underrepresented by developing countries in the Global South [170]. Ethical norms are not universal and the 
selection of RAI codes from the Global North over others presents a problem for the global society as the ‘moral machine experiment’ 
for self-driving cars has shown [171]. Awad et al. [169] conducted this experiment for a safety-engineering project to solve ethical 
dilemmas in unavoidable accidents. More than 2 million people from all over the world were presented with hypothetical crash sit
uations and had to decide on whether to stay on course or swerve, i.e., who is spared and who is sacrificed. The experiment 
demonstrated that RAI is a value-laden area, and the personal values of AI designers influence the morality of machines. 

Spiritual perspectives are also biased by heavy attention to US and European views, such as the principles of the ten commandments 
in Abrahamic religions [172]. Where do Hinduism, Buddhism, Confucianism, Taoism, Shintoism, or various aboriginal beliefs come in 
Refs. [173,174]? 

5.2. Governance, regulation, and policy 

The term ‘governance’ is a broader term capturing interrelationships among research, innovation, and politics [149]. Governance 
in RI is strongly intertwined with ethics to ensure stakeholder engagement throughout the entire research and innovation life cycle [8, 
71]. This can be seen in Fig. 11a) where governance and ethics are part of the same cluster network. Both themes share the same weight 
(sphere size) and are connected with every other theme in the cluster. Therefore, the two themes are sometimes combined into a single 
term ‘ethical governance’ [175]. Fig. 7 demonstrates the link of governance, regulation, and policy with stakeholder engagement 
through a dashed line. In RAI, on the other hand, Fig. 12a/b) shows governance and ethics in separate cluster networks with 
governance being weighted heavier. It is therefore not surprising that 35% of all RAI articles in Scopus relate to governance, regulation, 
or policy [19]. 

5.2.1. Government regulation 
Governments have been most prolific in releasing public RAI declarations with a little over half of them, followed by industry and 

non-government organizations (NGOs) with about a quarter’s share each [176]. Government activity relates mainly to policy state
ments, including the High-Level Expert Group on AI appointed by the European Commission, the expert group on AI in Society of the 
Organization for Economic Co-operation and Development (OECD), Fairness, Accountability, and Transparency in ML (FATML) in the 
US, the Advisory Council on the Ethical Use of AI and Data in Singapore, and the committee on AI of the UK House of Lords [177]. 

In April 2021, the EU released its proposal for AI regulation, which can be expected to become EU law in this decade and industry 
will need to prepare for its compliance. The regulation defines three categories of AI-related risk [178]: Unacceptable-risk applications 
will be banned, such as social scoring or manipulative techniques. High-risk applications will be heavily regulated, such as recruiting 
consumer creditworthiness or administration of justice. Limited- or minimal-risk applications will have light regulations such as 
chatbots and spam filters. This regulation will affect organizations trading with the EU and is likely to cause a global ripple effect, based 
on precedence from the EU’s General Data Protection Regulation (GDPR) in the privacy area [122,179]. Particularly, with privacy 
being the dominating RAI tenet in the articles contained in Fig. 12a), as well as being a core element of RI [180]. 

5.2.2. A principles-to-practice gap 
Separate from regulation, both fields RI and RAI still show a gap when ethical principles become operationalized and governed in 

organizations [181,182]. This gap is known as the principles-to-practices gap [28] and is an emerging theme in both fields [3,79,183]. 
To address this gap, thirty-five RI-inspired tools have been found in a literature review by Reijers et al. [107]. 106 tools were found by 
Morley et al. [184] just two years later with most of them originating independently from the RI field. VSD is one of the most widely used 
RI methods that sometimes also finds its application in RAI [185]. However, organizational governance is an ongoing process and is 
inadequately addressed by methods or software tools [157]. 

5.2.3. Organizational governance processes and structures 
More recent integrations of RI governance into RAI combine processes, tools, and technical specifications that are more meaningful 

in RAI practice. For example: 
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• The Institute of Electrical and Electronic Engineers (IEEE) launched the P7000 standards projects in 2019 to address ethical issues 
in AI (Peters et al., 2020). Schiff et al. [28] propose a TAF variant, based on the IEEE 7010 standard, which has twelve domains for 
assessing the impact on well-being.  

• The EU’s Human Brain Project combines empirical neuroscience with AI and was launched in 2013 as a ten-year initiative involving 
around one hundred research institutions [186]. Ethical governance was implemented through an independent ethics advisory 
board and by developing standard operating procedures, including record-keeping for audits and ethical approvals before research 
projects commenced [187].  

• The UK Engineering and Physical Science Research Council (EPSRC) framework for AREA has been particularly influential [11]. It 
is based on anticipating consequences, reflecting on motivations, processes, and products, stakeholder engagement, and acting on 
problems uncovered [70].  

• Combining reflection and social embeddedness, Martin [160] developed a threshold model to determine how the responsibility for 
AI-based decisions should shift between users and AI designers. Such a delegation of roles determines ultimate accountability for 
decision outcomes and needs to be considered at the AI design stage [188]. This is congruent with general recommendations toward 
a design-led approach at the front-end of RI [189].  

• Tools have been developed for translating abstract RAI principles into technical specifications and establishing a procedural 
regularity at repeated intervals, covering the ‘validation, verification and evaluation’ of AI design [190,191].  

• Gartner proposes to integrate humans, processes, and tools as follows [192]:  
1) Organization-wide AI governance committees should promote RAI by providing standards, guidelines, and interventions; and  
2) Members of the data scientist team should be appointed to use tools for ethical validation of AI models they did not develop.  

• For the governance of RI in the scientific domain, the EU has devised the ‘Ethics Governance System for RRI in Higher Education, 
Funding and Research Centers’, referred to as ETHNA [193]. It is funded by Horizon 2020 and seeks to promote the EU’s RI 
governance attributes as discussed in Section 2.2 (anticipation, inclusion, reflexivity, and responsiveness) and applies to research 
integrity, governance, gender perspective, public engagement, and open access [194]. González-Esteban and Calvo [195] propose 
the adoption of ETHNA for RAI in scientific research. Herrmann and Cameron [196] provide a less European-centric RAI gover
nance framework specifically for mixed-methods researchers as users of AI. 

5.3. Stakeholder engagement 

The significance of stakeholder engagement in RI is illustrated in Blok and Lemmens’ [4] definition of RI = “innovation +
stakeholder engagement”. As an RI concept, stakeholder engagement goes back to the EU’s earliest advocacies in the 1990s and in the 
US in the early 2000s [197]. In the RI field, early interdisciplinary engagement of researchers from the social sciences and humanities 
has often involved so-called ‘laboratory studies’ [198]. Industry engagement is dominated by multinational technology corporations 
that focus on RAI principles for designers and governance [122]. Smaller organizations and consumers are underrepresented. It is 
therefore no surprise that stakeholder engagement is conspicuously absent as a theme on the evolutionary map for RAI in Fig. 8 and is 
‘tucked away’ inside the ethics cluster network in Fig. 12b). 

Vincent [197], Paskaleva and Cooper [199], and Di Vaio et al. [111] are reinforcing the need for governance to ensure stakeholder 
engagement amounts to more than just ‘political correctness’ especially because different stakeholders often have divergent moti
vations in co-producing and co-evaluating innovations. Although not part of the research questions, the application of AI to the 
innovation process itself is theoretically intriguing [80]. But it could not be found as a theme in the evolutionary maps and cluster 
networks of Fig. 7–12. Haefner et al. [200] note there is only sparse evidence of such AI applications to date. A conceivable example 
might be the use of AI to determine the most relevant stakeholders for their engagement in RI [8]. 

5.3.1. Citizen engagement 
The EU implementation of RI has a specific slant toward five thematic elements: gender equality, science education, open inno

vation and science, research ethics, and public engagement [101,201]. However, engagement with the public on AI’s societal impact has 
only been recent with 80% of RAI declarations by government, industry, and NGOs being less than five years old [103]. The recent 
growth of such declarations to more than 400 is an encouraging trend [176]. This trend and the relatively heavy weight of the 
stakeholder engagement theme in Fig. 12 b) suggest that it is an emerging theme in RAI research and practice. A literature review of RI 
in emerging economies by Harsanto et al. [95] established an emphasis on ex-post public engagement over ex-ante foresight. 

5.3.2. University and NGO engagement 
The NGO sector is highly diversified and includes professional organizations (such as the IEEE), think tanks, advocacy groups (such 

as the Toronto Declaration), and collaborative work led by academia, such as the Montreal Declaration [202]. The influence of NGOs 
over the public and private sectors remains to be seen although the public sector does refer to NGOs for input into national policy 
[203]. 

Academia plays an important role to advise on policy, sustainability, and social responsibility issues as shown in Fig. 11b). Indeed, 
most RI research is done by universities [4]. However, research in 12 countries found that implementation resistance toward RI ‘on its 
own turf’ exists in the academia, due to “increasingly managerialist and regulatory practices of governance and oversight, and that 
may be in tension with underlying assumptions of norms and values of academic life cultivated over centuries” [201]. Research by 
Owen et al. [204] in the UK confirmed a limited RI uptake in university research for similar reasons. 

Explainable AI (XAI) has recently emerged in academic research as an evolving RAI branch to address the ethical principles of 
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transparency, interpretability, and explicability as enablers for responsibility and accountability [83,205]. Although there is no 
agreement today on what XAI exactly means [206], various approaches have been developed, such as tests for representative data, 
models that can be simulated, decomposable models, and algorithmically transparent models [207]. XAI is an obvious prerequisite for 
stakeholder engagement [162]. 

5.3.3. Open science 
The EU’s thematic elements of open science and open innovation were originally seeded by stipulating open access to publications 

and have been expanded since 2016 [208]. Open science now requires universities to share research data, publish as open access, use of 
open-source software, and replicability of the research by third parties [209,210]. In the RI context, this also requires sharing the 
assessments of the research in terms of its purposes, risks, uncertainties, implications, and potential uses of the research [70]. 

5.3.4. Open innovation 
The term open innovation (OI) relates more to industry [211] with a recent definition being “a distributed innovation process based 

on purposively managed knowledge flows across organizational boundaries …” [212]. In addition to product innovation, OI has also 
been identified as a promising approach to service innovation in the heavily AI-reliant service economy 3.0 [199,213]. OI may 
therefore be considered one of the most innovative approaches in the last decade [80]. EU policy seems to increasingly relate RI to the 
‘3Os’: OI, open science, and openness to the world [96]. However, a lack of unified RI approaches, professional standards for 
implementation, and concern over intellectual property have been hindering the adoption in the industry [109,183]. The time and 
resource intensity of stakeholder engagement has been another deterrent for the RI adoption by industry [2]. For example, only 12.5% 
of Horizon 2020’s consortia members were from the industry despite its powerful funding instrument for participation [101]. 

Nevertheless, OI approaches have been successfully applied in RAI. For example, in the pharmaceutics sector for orchestrating drug 
discovery (MELLODY),4 which includes GlaxoSmithKline (GSK), Merck, and Novartis [1]. Combined with blockchain technology, 
MELLODY enables traditional competitors to share their data about specific drug compounds without losing their intellectual property 
[214]. It is a prime example of OI in new product development as organizations respond to increasing globalization, technological 
complexity, intensified competition, and scarce resources [215,216]. In MELLODY’s case, large data sets are protected under privacy 
laws and blockchain provides the underlying technology for enabling governance. Another novel OI project conducts a crowdsourced 
RAI audit whereby individuals sign up for a tool to indicate their perception of bias and fairness of AI systems [217]. AI-centric 
innovation (eco-)systems are also flourishing in the banking and financial services sectors where symbiotic relationships are being 
formed between fintech companies, banks, and payment providers [19,53]. Digital trading applications are an example of emerging OI 
in that sector [218]. 

5.4. Sustainability 

The ISO26000:2010 standard expands CSR to social responsibility for organizations of all sizes (i.e., beyond corporates) with the 
ultimate objective of sustainability [219]. The standard defines ‘core subjects’ that rely on organizational governance for their 
implementation: stakeholder engagement, consumer issues, the environment, human rights, labor practices, and equal operating 
practices [220]. This interrelationship of sustainability with other RI themes can also be seen in Fig. 7, which shows a strong thematic 
connection between sustainability; stakeholder engagement; and governance, regulation, and policy. According to Zhao [221], sus
tainability in RAI is seen mainly in a robotics context with influence from ethical principles, which is also illustrated by Fig. 9. 

5.4.1. Adaptive socially responsible governance 
The problem with ISO26000 is that it is purely a guideline and not a management standard with certifying bodies [222]. Today’s 

reality is that an organization’s governance drives toward profitability objectives (i.e., economic sustainability) often overriding social 
responsibilities [66,223]. Here is where the importance of stakeholder engagement comes to play for RI implementation in an adaptive 
governance process whereby government and stakeholders share public and private resources to co-produce policy [224]. The idea of 
engaging citizens in adaptive governance dates back to Kaufman’s concept in 1960 of a “participatory democracy”, which involves 
public stakeholders as managers of public affairs through joint discussion and negotiation [225]. When sustainability is added to 
‘ethical governance’ (see Section 5.2 Governance, Regulation, and Policy), it leads to the term ‘socially responsible governance’. 

The question of whether AI could act more socially responsible than humans is intriguing. Krkač [226] posits that AI may be “less 
irresponsible” than humans. However, sustainability is underrepresented in public RAI declarations [103] and scholarly publications 
which can be seen by its small sphere size (weight) in Fig. 12c). 

5.4.2. Technology assessment and foresight 
The triangle in Fig. 12c) also depicts that TAF methods are an emerging theme in RAI as a driver toward social responsibility. This is 

encouraging because Fig. 9 reveals a current methods gap in RAI. TAF and RI are intertwined to the extent that some authors describe 
RI as an ‘extension of TAF’ for developing socially responsible principles and practices that rely on applied ethics, STS, and governance 
[5,108,227]. However, TAF has progressed independently from RI to embrace early stakeholder engagement and evaluation with 

4 Machine Learning Ledger Orchestration for Drug Discovery. 
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ethics [6,78]. This evolutionary progress for TAF can be seen in Fig. 7. In any case, RI is more than TAF, because it includes ex-ante 
(future-oriented) TAF methods and ex-post (experienced) impact by society [101,107] as shown in Fig. 11b). 

5.4.3. RAI tools innovation subsystem 
The adoption of TAF by RAI has been slow as industry and NGOs have recently created an abundance of software tools to fill the 

methods gap in RAI [28,228]. Gartner, a global analyst, and consultancy firm, regularly publishes reports about such tools [229]. In 
their “magic quadrant” report on data science and machine learning, they assessed 20 vendors of algorithmic development platforms, 
which includes sourcing data, building models, and operationalizing algorithmic AI. The report suggests that RAI transparency, 
addressing model-based biases, and governance are the most valuable differentiators in the market. It was found that all assessed 
vendors are finally making progress in these areas [230]. But there is skepticism as to whether such progress genuinely addresses the 
ethics of social responsibility [3,202,231] as the industry is still overhyping AI developments [232,233]. Comparisons across the 
industry to gauge commitment to sustainability are difficult because their RI declarations have organization-specific jargon and 
varying areas of focus [234–237]. For example, Facebook/Meta lists the following focal areas for its RI approach: autonomy, civic 
engagement, constructive discourse, economic security, environmental sustainability, fairness and inclusion, privacy and data pro
tection, safety, voice, and well-being [238]. 

5.5. A framework for the adoption of responsible innovation by responsible artificial intelligence 

A synthesis of the findings in Section 5 enabled the abductive development of a theoretical framework for the adoption of RI along 
RAI’s ‘axis of adoption’. This framework is depicted in Fig. 13 as a causal loop diagram. 

Causal loop diagrams have been developed in RI-related research to model socio-technical phenomena [239], technology sus
tainability [240], or innovation systems [241]. The ‘+’ signs in Fig. 13 denote a reinforcing impact and the ‘-’ signs signify a reversing 
impact. Three future phases are depicted. The left-hand side of Fig. 13 starts in Phase 1 with the impetus of the EU’s imminent RAI 
regulation on socially responsible governance and its open science policy on stakeholder engagement. Following this first phase, the 
right-hand side depicts a second phase that enables organizational RAI governance in practice to meet the EU’s regulatory re
quirements through processes, structures, methods, and tools. TAF has already established itself as a mature way to engage citizens and 
organizations in RI governance and is likely to be more widely deployed in RAI in the second phase to anticipate unintended (and 
intended) consequences. A wealth of free and commercial tools on vendor platforms is already emerging today. This tools innovation 
subsystem will become mature enough in the second phase to address the principles-to-practice gap. However, a degree of stan
dardization will be required for a tools innovation system to prosper. Such standardization requires:  

(1) a more consistent conceptualization of ethical RAI principles than the status quo;  
(2) broader integration of global ethics than the current Eurocentric RI views; and  
(3) agreement on processes and structures for organizational RAI governance. 

Fig. 13 reveals that the issue of RI adoption by RAI is at the intersection of the above three points. Here is where the current impasse 
is, and it is posited that stakeholder engagement of citizens from diverse cultures across the Global North and South is a policy leverage 
point for moving the RI adoption by RAI toward a third, global best practice phase as shown in the center of Fig. 13. 

5.6. Implications for managerial practice 

Jaworski defines managerial relevance as “the degree to which a specific manager in an organization perceives academic 
knowledge to aid his or her job-related thoughts or actions in the pursuit of organizational goals” [242]. The author argues that 
“role-relevant research” is a requirement for a meaningful impact in managerial practice. This implies a thorough understanding of “a 
particular role in the organization” and selecting “a specific route to impact for a particular executive”. In RAI, it is increasingly 
recognized that AI designers and developers need to be accountable for unintended consequences [79,180,191]. To address a specific 
route for managerial role impact, a documented planning process for AI algorithms has been proposed, which puts the accountability 
for their ethical behavior on the AI designers and developers [243]. Another proposal goes even further and includes accountability for 
the delegation of roles and responsibilities [188]. 

The extant literature on RAI is immature in addressing other role-relevant research and focuses on more abstract stakeholder roles 
as discussed in this research. In a similar case where role-relevant research was not identifiable, Salminen et al. proposed to focus on 1) 
the impact and timing of managerial implications, 2) knowledge needs for implications (e.g., empirical findings, concepts, frameworks, 
theory, processes, etc.), and 3) a typology of managerial tasks (e.g., strategist, coordinator, controller, transformer, etc.) [244]. As this 
research was a cross-disciplinary review of two fields toward their convergence, its managerial impact is transformational and the 
timing has been modeled in three phases in Fig. 13. The knowledge needs for practical implications have been discussed extensively in 
Section 5 in terms of inconsistent conceptualizations of ethical principles, Eurocentric ethical norms, government regulation, a 
principles-to-practice gap, organizational governance processes and structures, citizen engagement, university and NGO engagement, 
open science, open innovation, adaptive socially responsible governance, TAF, and the RAI tools innovation subsystem. 

In a typology of managerial tasks, strategy is a paramount task in Phase 1 of Fig. 13. Phase 2 will be transformational. Phase 3 is likely 
to be less transformational and involves continuous improvement. In that phase, it was found that stakeholder engagement is a 
leverage point for policy makers, which involves citizens from diverse cultures across the Global North and South. However, 
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involvement of the Global South must not be an afterthought that is relegated to Phase 3 in the future. Arun points out risks of 
“discrimination, bias, oppression, exclusion, and bad design”, which “can be exacerbated in the context of vulnerable populations, 
especially those without access to human rights law or institutional remedies” [245]. This study raises policy makers’ awareness of the 
current underrepresentation of the Global South in RAI and proposes that policy makers empower Southern populations through 
inclusion in policy making. This needs to occur now to avoid the risk of harming vulnerable populations. 

6. Conclusions, limitations, and suggestions for future research 

The diffusion of AI in industry occurs at a rapid pace and is also deeply embedded in consumers’ lives through social media and 
home automation. RI has a longer history, but its uptake by RAI has been slow as RAI captured the imagination of academics and 
practitioners alike with three times the number of publications than RI. However, as this research has shown, the scholarly RAI 
literature is fragmented, organizational RAI governance in industry is inconsistent, a gap exists in operationalizing ethical principles in 
practice, and emerging tools need time to mature. 

This research contributes theoretical knowledge and addresses the knowledge needs of practitioners through its discovery of an 
emerging ‘axis of RI adoption’ comprised of ethics, governance, stakeholder engagement, and sustainability as fundamental constructs. 
From these constructs, a theoretical framework was developed in Fig. 13 to predict the adoption of RI by RAI in three phases. The 
managerial implications in Phase 1 are strategic, Phase 2 is transformational, and Phase 3 is continuous improvement. The extant 
literature provides role-specific recommendations only for AI designers and developers. This study adds a role-specific call to action for 
policy makers to involve citizens from diverse cultures of the Global South to avoid the risk of harming vulnerable populations. 

Employing systematic science mapping as a new method, this research also makes a methodological contribution by bibliographically 
mapping 2489 articles for RAI and 828 articles for RI from the Scopus database. A review of extant literature reviews in Section 2.4 
demonstrated that this research is the largest systematic literature review of both fields and the only cross-disciplinary review between 
both fields to date. 

A limitation of this research is acknowledged as Google Scholar (the largest bibliometric database) was used in the literature review 
of Section 2, but it could not be used for systematic science mapping in Section 3 due to its lack of bulk export capability. WoS does not 
cover as much variety of journals as Scopus and most AI-related publications outside WoS are covered in Scopus. These considerations 
led to the reliance on Scopus for the quantitative results. A further limitation of this research is that articles outside the parameter 
thresholds of Table 3 were not included in the science mapping results. This is always a limitation in science mapping and therefore, its 
parameters are usually varied iteratively to maximize the inclusion of articles. For RI, 77% of the 828 Scopus articles were mapped in 
the evolutionary map of Fig. 7. This percentage may be referred to as a ‘mapping factor’. Unfortunately, this mapping factor is rarely 
reported in science mapping studies. For RAI, only 30% of the 2489 articles were included in Fig. 9. No parameter combination was 
found to increase that factor beyond 30% in a meaningful visualization. This reflects an RAI literature fragmented by jargon with 
substantial overlaps and variance across concepts as discussed in Section 5.1 Ethics. For example, the year 2020 in Fig. 10 contains 
about eight times the number of RAI keywords as compared to RI in Fig. 8, which corroborates RAI’s fragmentation quantitatively. One 
way to overcome this fragmentation for a larger mapping factor is to perform a curation of the RAI articles’ keywords to align every 
article’s themes toward common RAI denominators. In a separate research project, Herrmann [85] uses a mixed-methods research 
design to combine science mapping with a qualitative curation of all articles’ keywords toward common denominators. The mapping 
factor then doubled to 63%. But the average h-index dropped from 14 to 9, meaning that less impactful articles diluted the overall 
quality of the result. Again, this reinforces the fragmentation of the RAI literature. 

The constructs and relationships in Fig. 13 have been discussed and validated in Section 5 (Discussion and Synthesis of Results) 
from both a theoretical as well as a practice perspective. 

Fig. 13. A framework for the adoption of responsible innovation by responsible artificial intelligence (source: author).  
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An area of future research would be the empirical validation of the causal loop framework, built from these components, when the 
three phases unfold in the future. Another area of future research would be the application of AI to the RI-based innovation process 
itself. For example, to identify specific stakeholders, given the importance of engaging citizens, universities, and NGOs as per the causal 
loops shown in Fig. 13. Finally, the extant RAI literature lacks role-specific recommendations for actionable impact in management 
practice. A thorough study of practitioner job roles in the RAI field would enable specific recommendations that directly impact 
practice. 
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