
CycFlowDec: A Python module for decomposing flow networks
using simple cycles

Austen Bernardi, Jessica M.J. Swanson*

Department of Chemistry, University of Utah, 1400 E, Salt Lake City, UT, 84112, United States of
America

Abstract

New algorithms for determining the expected flow through simple cycles in a closed network are

presented. Current network analysis software do not implement algorithms for expected cyclic

flow decomposition, despite its potential value. Decomposing networks into expected cycle flows

provides a quantitative characterization of network cycles that can be further analyzed for

sensitivity and correlative behavior. An efficient, general algorithm has been coded into

CycFlowDec, an open source Python module available at https://github.com/austenb28/

CycFlowDec.
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1. Motivation and significance

Network analysis is a practice that reaches all areas of science, from biology [1], to

computer science [2], to traffic flow [3]. For some analyses, a central objective is to

characterize the expected flow of certain cycles within a network [1,4,5]. However,

quantifying the relative probabilities of pathways through a complex network is generally

non-trivial. Many graph theoretic algorithms have been developed to characterize network

flow [6–9], and the software implementing these algorithms have gained popularity [10–15].

These methods generally quantify the maximum flow or minimum cost paths. However,

there has been limited progress on the determination of the expected flow decomposition of

complex networks. Previous studies concerning expected cycle flows have been largely

theoretical [16,17], and have focused on developing mathematical descriptions of related

system attributes, such as entropy production rates [18], or specific network types, such as

quantum Markov semigroups [19].

The primary motivator of this work involves the analysis of relevant ion transport pathways

in a kinetic Markov state model of a Cl−/H+ antiporter, [1,20,21] for which decomposing the

network into expected simple cyclic flows is essential. These cycles can be further studied to

determine their sensitivities to specific transitions, revealing sub-ensemble properties and

opening new avenues for mechanistic insight. Aside from this specific application, the

Python module CycFlowDec, described in this work, has been designed to decompose a

given flow network into expected simple cycle flows. Any chemical reaction network can be

analyzed using CycFlowDec to quantitatively determine the expected flow of relevant

reaction cycles. This feature is particularly valuable for analyzing networks in the fields of

catalysis, such as the study of enzymatic networks or heterogeneous catalysis. Precise

knowledge of expected cycle flows in reactive networks provides a quantitative metric for

the importance of the underlying mechanisms that dictate the functionality of the reactive

network. In an analogous fashion, CycFlowDec can be applied to the analysis of any

application involving flow networks. For example, one could use CycFlowDec to determine

the expected cycle flows in a communications network [22], a traffic network [23], a

migration network [24], or a monetary network [25].

2. Theoretical background

New algorithms for decomposing a closed flow network into simple cycles are presented

herein. Note that a simple cycle is a cycle that contains at most one instance of any node.

Thus, an expected simple cycle flow decomposition assigns the expected flows to all simple

cycles in a network such that the original flow network is recovered when the cycle flows are

summed together. The mathematical framework of the algorithms presented in this work is

based on the work developed in Ref. [26] and expanded on in chapter 3 of Ref. [27]. This

section presents an overview of this previously developed framework, while the appendices

describe the newly developed algorithms. The most efficient, general algorithm has been

implemented in the CycFlowDec Python module, available at https://github.com/austenb28/

CycFlowDec with examples and additional documentation. While the presented algorithms

are designed to decompose closed flow networks into simple cycle flows, the framework can

be straightforwardly extended to open networks via transformation of the open network to an
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effective closed network. This is accomplished by including an additional virtual node,

which connects the network sinks to the sources.

Four algorithms are sequentially outlined in Appendix A, ending with the fastest algorithm,

which is incorporated in CycFlowDec. We begin with a brief overview of the underlying

theory [26,27]. Consider the three-node flow network ℕ3 in Fig. 1. Let a representative

cyclic walk W on ℕ3 be

W = A, B, A, C, B, A, B, C, B, C, A .

Walk W can be decomposed into simple cycles with the following procedure: [27]

1. Start at the first node of W. Mark it as visited.

2. Walk to the next node.

3. If the current node was already marked as visited, extract all nodes from its

previous visitation up to the preceding node. Log the cycle composed by the

extracted nodes. Mark the extracted nodes as unvisited except the current node.

Otherwise, mark the current node as visited.

4. Repeat 2 and 3 until the end of the walk.

Note that a simple cycle is a cycle that contains no more than one instance of any node.

Table 1 illustrates the decomposition of W using the described procedure. A cycle that

cycles through q nodes n1, n2, . . ., nq, . . . is denoted by (n1, n2, . . ., nq). Extracting cycles

with this procedure has several benefits. If the procedure is performed on a network ℕ using

a random walk generated via Markovian transition probabilities, we can define the divergent

limit [27]

lim
N ∞

wc
N = wc ∀c ∈ ℂ, (1)

where N is the length of the walk, C is the set of all simple cycles on ℕ, and wc
N is the

number of extracted cycles c on a walk of length N. Eq. (1) represents the primary basis of

all algorithms described in this work. The expected probability pc of a cycle is given by [27]

pc = wc ∑
∀ j ∈ ℂ

w j

−1
∀c ∈ ℂ . (2)

Importantly, pc is finite and takes on the same value irrespective of the starting node of the

walk. The expected flow of a cycle c, given as fc, may be calculated as

f c = wc ∑
∀k ∈ ℂ

nkwk

−1
∑

∀ j ∈ 𝔼
e j ∀c ∈ ℂ, (3)
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where 𝔼 is the set of all edges on ℕ, ej is the flow of edge j, and nk is the number of edges in

cycle k. Combining Eqs. (2) and (3) shows that fc is also finite and takes on the same value

irrespective of the starting node of the walk. Eq. (3) is the equation used in CycFlowDec to

calculate cycle flows.

3. Software description

CycFlowDec is an open source Python module that enables the expected simple cycle flow

decomposition of closed networks. Flow decomposition is accomplished using the

percolating with burn-in and minimum contribution tolerance described in Appendix A.4,

enabling rapid and efficient performance on complex networks.

3.1. Software architecture

CycFlowDec is fully contained in a single, compact Python 3 script, requiring NumPy as its

only external library. The object oriented structure uses a CycFlowDec main class,

employing various methods for decomposition and analysis. An auxiliary Walk class is also

used that enables efficient tracking of the percolating walks in the algorithm. A diagram of

the architecture of CycFlowDec is provided in Fig. 2. Detailed descriptions of the classes

and methods along with examples are available at https://github.com/austenb28/

CycFlowDec.

4. Illustrative examples

4.1. Algorithm performances

In order to assess the performance of the cyclic flow decomposition algorithms described in

Appendix A, the mean relative error (MRE) was calculated between edges of the

reconstructed flow network from cycles and the original flow network. That is,

MRE = 1
NE

∑
j ∈ 𝔼

1
e j

e j − ∑
k ∈ ℂ j

f k , (4)

where NE is the number of edges in ℕ, and ℂj is the set of simple cycles containing edge j.

Fig. 3 shows the MRE vs. steps for the first three described algorithms for ℕ3, the three-node

network specified in Fig. 1. The percolating with burn-in uses burn = N − 2, where N is the

total number of steps. Optimizing the selection of burn is discussed in Appendix B. The ℕ3

network is small enough to use a minimum contribution tolerance of zero. The percolating

with burn-in algorithm is significantly faster than the stochastic and percolating algorithms,

exhibiting geometric instead of algebraic convergence. CycFlowDec employs the

percolating with burn-in and minimum contribution tolerance algorithm, permitting rapid

cyclic flow decomposition of closed networks.

The ℕ3 cyclic flow decomposition for the previously described algorithms is reported in

Table 2. All three algorithms appear to be converging to the same decomposition, consistent

with the fact that they are based on the same fundamental theory. Consistent with the final

datapoints in Fig. 3, the stochastically determined cycle flows agree with the higher accuracy
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algorithms by at least one digit, while the percolating cycle flows agree with the percolating

with burn-in by at least four digits.

4.2. Additional networks

Since ℕ3 is a small network, a seven-node network ℕ7 and a 64-node network ℕ64 were also

used to validate CycFlowDec. Networks ℕ7 and ℕ64 are depicted in Figs. 4 and 5,

respectively. Network ℕ64 represents a Markov state model of the Cl−/H+ antiporter

[1,20,21] that largely motivated this work.

The MRE convergence of the networks is shown in Fig. 6. Intuitively, ℕ64 requires

substantially more steps to converge than the other networks; however, ℕ7 actually converges

faster than ℕ3. This implies that there is another factor affecting convergence besides the

number of nodes and edges in the network. It is likely that this third factor is related to the

relative flow balance of the network: networks with edge flows of similar magnitudes

equilibrate percolation faster than networks with edge flows of highly variant magnitudes.

Network ℕ3 has edge flows that differ by a factor of 10, while the ℕ7 edge flows are all O(1).

Network ℕ64 has edge flows that differ by over 103. The algorithmic convergence rate is

likely a complex function of the number of nodes and edges as well as the flow balance in

the network, and warrants further investigation.

5. Impact

CycFlowDec decomposes closed flow networks into expected simple cycle flows. To the

best of our knowledge, no other network analysis tools have been designed to accomplish

this task. This tool has a broad potential use given the potentially important role of cyclic

flow in closed flow networks in any scientific field involving flow networks, such as

chemical reaction networks, communication networks, and more [1,4,5,22–25]. Determining

the expected cycle flows in a flow network yields a direct metric for importance of the

underlying cycles that constitute network function. This information is especially valuable

for quantitatively determining fundamental mechanisms that dictate functional behavior in

the network. The example network ℕ64 represents an enzymatic ion transport network of a

Cl−/H+ antiporter, which can be directly analyzed with CycFlowDec [1,20,21]. Future work

will expand on this analysis, including the assessment of cycle sensitivity to specific

transitions, and applicability to obtain mechanistic insight in the complex biological system.

CycFlowDec is an open source Python module published under the GNU General Public

License. This transparency ensures straightforward access to all interested parties and allows

further modification of CycFlowDec. Additionally, the lightweight design and simple

Python interface enables direct incorporation into general research projects and programs.

The simple Python module format is well suited for CycFlowDec due to its wide potential

range of applicability for network analysis.

CycFlowDec was designed for the decomposition of close flow networks into simple cycle

flows, but it can also be applied to the analysis of open networks with no internal
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modification. This can be accomplished by defining an effective closed flow network for the

open network, where the source nodes are connected to the sink nodes via an intermediate

virtual node. Using CycFlowDec to decompose the effective closed network will result in

simple cycle flows, some of which include the virtual node. The simple cycles that include

the virtual node represent transient path flows, where the transient path is given by removing

the virtual node. This additional application of CycFlowDec to open flow networks further

increases the range of applicability. For example, CycFlowDec has only been applied to

steady state networks involving the Cl−/H+ antiporter represented by ℕ64, whereas the

intermediate, transient state networks could be analyzed using the previously mentioned

open network analysis.

6. Conclusions

A novel, efficient algorithm for determining the cyclic flow decomposition of closed

networks is presented. The algorithm is incorporated in the open source Python module

CycFlowDec. While CycFlowDec was designed for closed networks, it is applicable to open

networks by defining an analogous effective closed network where a source and sink flows

are sent to a virtual node. CycFlowDec enables more comprehensive analyses of cyclic flow

networks, which are present in many fields of science.
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Appendix A.: Algorithms

The CycFlowDec Python module implements a single efficient, general algorithm based on

established Markovian circulation theory [26,27]. The algorithm is a product of three

sequential modifications on simpler algorithms that are described first.

A.1. Stochastic algorithm

The first algorithm described is directly obtained from the underlying theory. The

pseudocode is provided in algorithm 1. The left stochastic matrix M is calculated using

M[k, j] = e j, k ∑
∀l ∈ ℝ j

el

−1

∀ j, k ∈ 𝕍, (A.1)

where 𝕍  is the set of all nodes on ℕ, ej,k the edge flow from node j to node k, and 𝔼j is the set

of all edges emanating from node j. For ℕ3 in Fig. 1,
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M =
0 38/43 6/9

40/44 0 3/9
4/44 5/43 0

.

Eq. (A.1) is used to calculate M for all algorithms in this work. The stack data structure is

appropriate for storing walks, since cycles are always extracted from the end of the walk.

Roll(0, 1) rolls a random uniform real number between zero and one that is used to

stochastically select the next node in the walk with M. The stack method pop_cycle(k)

extracts and returns the encountered cycle starting from node k according to the previously

defined procedure. The resulting cycle counts wc keyed by cycle c are stored in the hash

table C, which can be used to calculate cycle flows with Eq. (3).

Algorithm 1:

Stochastic cyclic flow decomposition.

Generate the stochastic matrix M

Initialize an empty stack S

Initialize an empty hash table C

Put a starting node on S

for j 1 to N do

 r Roll(0, 1)

 for k in rows(M) do

  if M[k,S[end]] ≤ r then

   break

  end if

 end for

 if k in S then

  c = S.pop_cycle(k)

  C[c] += 1

 else

  S.push(k)

 end if

end for

A.2. Percolating algorithm

The percolating algorithm extends the stochastic algorithm in the limit of infinite walks

emanating from the starting node. In this sense, infinite walks deterministically percolate the

network from the starting node, and cycles are extracted and counted as they are

encountered. The pseudocode is provided in algorithm 2, for the case that the variables burn
and tol (defined in Appendices A.3 and A.4, respectively) are initialized to zero. Instead of

explicitly counting the number of occurrences of the simple cycles, the fractional

contribution of each cycle with respect to all walks is used for wc. For example, if 3% of

walks go through cycle c at a given iteration, then wc is incremented by 0.03. The two hash
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tables H1 and H1 keyed by walk stacks are used to alternate the percolation steps and

progress the walks. The percolating algorithm takes advantage of the ability to consolidate

walks with the same stacks after cycle extraction, allowing the tracking of infinite

percolating walks without combinatorial explosion. Similar to the stochastic algorithm, the

resulting cycle contributions wc are stored in hash table C, and can be used to calculate cycle

flows with Eq. (3). Both algorithms subsequently described result in C in the same fashion.

A.3. Percolating with burn-in algorithm

The percolating algorithm is subject to initialization bias at earlier iterations, since it takes

time for the walks to fully percolate and equilibrate. A straightforward idea to mitigate this

issue is to refrain from counting cycles for some number burn of initial iterations. This

inclusion of a burn-in with the percolating algorithm is shown in algorithm 2, for the case

that the variable tol is initialized to zero.

A.4. Percolating with burn-in and minimum contribution tolerance

For highly connected, large networks, the percolating algorithm will suffer from

combinatorial explosion, since the convergence rate decreases linearly with the number of

feasible simple cycles. At the cost of maximum achievable accuracy, this issue can be

mitigated by only percolating new walk stacks that contribute to the total number of walks

above a fractional tolerance tol. This modification is shown in algorithm 2. Walks that

contribute below tol but do not result in new walk stacks are still percolated, since they do

not increase the total number of walk stacks. Contributions that are not percolated are folded

back into the originating walk.

Algorithm 2:

Percolating cyclic flow decomposition with burn-in and minimum contribution tolerance

algorithm.

Generate the stochastic matrix M

Initialize an empty hash table H−1

Initialize an empty hash table H1

Initialize an empty hash table C

Initialize a stack S containing a starting node

H−1[S] = 1

b = 1

for j = 1 to N do

 for S in H−b.keys() do

  Hb S = 0

 end for

 for S in H−b.keys() do

  r = 0

  for k in rows(M) do

   f = H−b[S] ∗ M[k, S[end]]
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   Q = S

   if H−b S > tol or k in S then

    if j > burn and k in S then

     c = Q.pop_cycle(k)

     C[c] += f

    else

     Q.push(k)

    end if

    if Q in Hb.keys() then

     Hb[Q] += f

    else

     Hb[Q] = f

    end if

   else

    r += f

   end if

  end for

  if S in Hb.keys() then

   Hb[S] += r

  else

   Hb[S] = r

  end if

 end for

 b *= −1

end for

Appendix B.: Burn-in selection

Fig. B.7.

Semi-log plots of MRE vs. burn-in steps for ℕ3, ℕ7, and ℕ64. Total steps were fixed at 150,

50, and 3000 for the three, seven, and 64-node networks, respectively.
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Fig. B.8.

Semi-log plot of MRE vs. burn-in steps for a network analogous to ℕ3, AB = BC = CA = 40
and AC = CB = BA = 1. Total steps were fixed at 500.

The burn-in is a critical component of algorithm efficiency, as demonstrated in Fig. 3. To

investigate the effects of burn-in selection, different burn-ins were tested for the same total

steps for all three validation networks, shown in Fig. B.7. An interesting pattern arises from

this data: all three networks show dual behavior for even and odd burn-in steps. Upon further

testing, the behavior is actually dependent on whether the number of cycle logging steps log
= N − burn is even or odd. Specifically, even log steps exhibit generally decreasing, lower

MRE, while odd log steps exhibit higher MRE with an upturn for log near zero. Network ℕ7

shows the least difference between even and odd log steps, probably since it contains the

most balanced edge flows. A burn-in of N − 2 is slightly higher than N − 4 for ℕ64, probably

due to ℕ64 requiring a non-zero minimum contribution tolerance to accelerate its

computation.

As it so happens, ℕ3, ℕ7, and ℕ64 all have dominant flow cycles of length two. In order to

test whether the burn-in behavior was sensitive to this, a network with the same structure as

ℕ3 but with a dominant flow cycle of length three was tested. The result is shown in Fig. B.

8. The burn-in behavior appears sensitive to the dominant flow cycle length, as ternary burn-

in behavior is observed with the length three cycle dominant network. For complex networks

where computational efficiency is a limiting factor, the burn-in behavior should be tested, as

no simple, general choice of burn-in is apparent without prior knowledge of cycle flows.
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Appendix C.: Minimum contribution tolerance selection

Fig. C.9.

Semi-log plot of MRE vs. steps for different minimum contribution tolerances for ℕ64. Edge

flows below 0.1 are omitted from the MRE calculation.

For ℕ64, a minimum contribution tolerance tol is required to permit tractable computation

times. The behavior of the cyclic flow network convergence of ℕ64 with respect to tol is
shown in Fig. C.9. For all values of tol, the MRE decrease exponentially until a certain step

number is reached, and then levels out. This behavior is consistent with the concept that

incorporating a minimum contribution tolerance decreases the maximum achievable

accuracy of cyclic flow decomposition. Lower MRE is obtainable using lower tolerances, at

the cost of increasing computational expense.
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Fig. 1.

The three-node flow network ℕ3.
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Fig. 2.
CycFlowDec architecture diagram. Classes and methods intended for general users are in

green.
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Fig. 3.
Log–log plot of MRE vs. algorithm steps for the stochastic, percolating, and percolating

with burn-in algorithms for ℕ3. Stochastic and percolating have trendlines of the form y = ax
−b, and percolating with burn-in uses y = ae−bx.
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Fig. 4.

The seven-node flow network ℕ7.
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Fig. 5.

The 64-node flow network ℕ64. Generated with igraph [10] using the large graph layout

algorithm. Edges represent bidirectional flows.
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Fig. 6.

Log–log plot of MRE vs. steps for ℕ3, ℕ7, and ℕ64 using the percolating algorithm with

burn-in. Trendlines are of the form y = ae−bx. Burn-in and minimum contribution tolerance

for ℕ3 and ℕ7 were N − 2 and zero, respectively. Network ℕ64 used N − 4 and 10−7. Starting

nodes were A, G, and 51 for ℕ3, ℕ7, and ℕ64, respectively.
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Table 1

Walk-based simple cycle extraction example. The current node on W is in bold.

W Visited Extracted cycle

{A, B, A, C, B, A, B, C, B, C, A} {A}

{A, B, A, C, B, A, B, C, B, C, A} {A, B}

{A, C, B, A, B, C, B, C, A} {A} (A, B)

{A, C, B, A, B, C, B, C, A} {A, C}

{A, C, B, A, B, C, B, C, A} {A, C, B}

{A, B, C, B, C, A} {A} (A, C, B)

{A, B, C, B, C, A} {A, B}

{A, B, C, B, C, A} {A, B, C}

{A, B, C, A} {A, B} (B, C)

{A, B, C, A} {A, B, C}

{A} {A} (A, B, C)
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Table 2

Cycle flows of ℕ3 by algorithm. N = 2 × 105 for stochastic and percolating, while N = 300 for percolating with

burn-in.

Cycle Stochastic Percolating Percolating, burn = N − 2

(A, B) 36.90029 36.77424 36.77419

(A, C) 2.74282 2.77420 2.77419

(B, C) 1.78229 1.77418 1.77419

(A, B, C) 3.18206 3.22579 3.22581

(A, C, B) 1.20101 1.22580 1.22581

SoftwareX. Author manuscript; available in PMC 2021 October 25.


	Abstract
	Table T3
	Motivation and significance
	Theoretical background
	Software description
	Software architecture

	Illustrative examples
	Algorithm performances
	Additional networks

	Impact
	Conclusions
	Algorithms
	Algorithm 1:
	Algorithm 2:
	Burn-in selection
	Minimum contribution tolerance selection
	References
	Fig. 1.
	Fig. 2.
	Fig. 3.
	Fig. 4.
	Fig. 5.
	Fig. 6.
	Table 1
	Table 2

