
Direct comparison of small RNA and transcription
factor signaling
Razika Hussein and Han N. Lim*

Department of Integrative Biology, University of California, 1005 Valley Life Sciences Building, Mail Code 3140,
Berkeley, CA 94720-3140, USA

Received February 10, 2012; Revised April 24, 2012; Accepted April 25, 2012

ABSTRACT

Small RNAs (sRNAs) and proteins acting as tran-
scription factors (TFs) are the principal components
of gene networks. These two classes of signaling
molecules have distinct mechanisms of action;
sRNAs control mRNA translation, whereas TFs
control mRNA transcription. Here, we directly
compare the properties of sRNA and TF signaling
using mathematical models and synthetic gene
circuits in Escherichia coli. We show the abilities
of sRNAs to act on existing target mRNAs (as
opposed to TFs, which alter the production of
future target mRNAs) and, without needing to be
first translated, have surprisingly little impact on
the dynamics. Instead, the dynamics are primarily
determined by the clearance rates, steady-state
concentrations and response curves of the sRNAs
and TFs; these factors determine the time delay
before a target gene’s expression can maximally
respond to changes in sRNA and TF transcription.
The findings are broadly applicable to the analysis of
signaling in gene networks, and we demonstrate
that they can be used to rationally reprogram the
dynamics of synthetic circuits.

INTRODUCTION

In Escherichia coli, small non-coding RNAs (sRNAs) and
transcription factors (TFs) are the major components of
gene networks, and they have fundamentally different
mechanisms (Figure 1A and B). Most sRNAs are trans-
acting and anneal to cognate target mRNAs via a series of
reaction steps requiring the Hfq protein and culminating
in a sRNA-target mRNA duplex [reviewed in (1)]. Duplex
formation commonly decreases the translation of target
mRNAs and increases their degradation, but it can also
have the opposite effects [reviewed in (2)]. In contrast to
the post-transcriptional action of sRNAs, TFs bind at the

regulatory DNA sequences of target genes to increase
or decrease transcription. While sRNAs and TFs have
different mechanisms of action, they do not typically
function independently but work together to regulate
gene expression (3).
The aim of this study is to characterize how the different

mechanisms of TFs and sRNAs affect the dynamics of
target gene expression in gene networks. A detailed under-
standing of the dynamics is essential to understand why
these two distinct classes of signaling molecules have
evolved, their functional advantages and disadvantages,
and to be able to optimize their properties in synthetic
gene circuits. Previous theoretical work indicates that the
dynamics of sRNA regulation and TF regulation may be
very different (4–7); in particular, it has been proposed
that sRNAs may enable faster response times in gene
networks due to their faster turn-over rates (8). We
sought to experimentally verify these predictions using
synthetic gene circuits that allow the dynamics of sRNA
and TF regulation to be directly compared. The advan-
tages of synthetic gene circuits are as follows: (i) sRNAs
and TFs can be compared in identical networks;
(ii) sRNA, TF and target mRNA transcription rates can
be precisely controlled; (iii) the properties of sRNAs
and TFs (e.g. their binding affinity) are more easily
manipulated and (iv) signaling can be decoupled (at least
partly) from physiological control mechanisms such as
feedforward loops (9,10).
Our study characterized the dynamics using sRNAs that

decrease and increase target gene translation (‘sRNA
silencers’ and ‘sRNA activators’, respectively) and TFs
that decrease and increase target gene transcription (‘TF
repressors’ and ‘TF activators’, respectively). In the first
part of this study, we modeled and measured how target
gene expression changes in response to varying levels of
sRNA or TF transcription (i.e. ‘response curves’). We
demonstrated that the response curves for sRNAs tend
to be linear, whereas the response curves for TFs are
nonlinear. In the second part of this study, we simulated
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and measured the dynamics of sRNA and TF regulation.
We identified three important factors for the dynamics:
(i) the clearance rates of sRNAs and TFs; (ii) the steady-
state sRNA and TF concentrations and (iii) the ‘shape’
of the response curves for sRNA and TF regulation.
These three factors determine the time delay before
target gene expression can maximally respond to
changes in sRNA and TF transcription. In the third part
of the study, we demonstrated that the response curve
and steady-state concentration of TFs can be altered
so the dynamics of sRNA and TF regulation are very
similar.

MATERIALS AND METHODS

Models and parameter values

sRNA and TF regulation was modeled using sets of dif-
ferential equations, which were similar to that previously
described (5,7). The differential equations and their
steady-state solutions are provided in the Supplementary
Methods. Our model differs from reported models by one
or more of the following: (i) the inclusion of activation of
gene expression as well as silencing and repression by
sRNAs and TFs; (ii) target protein concentrations are
the measured output (as opposed to target mRNA con-
centrations) and (iii) sRNA and TF transcription levels
are the variable input instead of target mRNA
transcription.
The transcription rates of the sRNA and TF mRNA (aS

and aTFM, respectively, with units of nM min�1) were
initially varied from 10�3-to 103-fold that of the target

mRNA (�M=1nM min�1) (7). The translation rate of
the TF mRNA, target mRNA and duplex (�TFP, �P and
�D, respectively) was 5 protein nM (mRNAnM)�1min�1

based on a measurement of the burst size for LacI (11).
The rate constant for duplex formation (k) was assigned a
relatively high value (5 nM�1min�1) so that it was not a
rate-limiting step. The sRNAs, target mRNAs, duplexes
and TF mRNAs were all assumed to have a half-life of
5min (12), which equates to their degradation rate con-
stants (�S, �M, �D and �TFM, respectively) being equal to
0.14 min�1 [�ln(0.5)/(5min)] (see comments on sRNA
degradation in the Supplementary Methods). All
proteins were assumed to be primarily removed by the
dilution associated with cell growth (13). MG1655 in
mid-exponential growth was measured, and the doubling
time was 20.9min±1.1min which corresponds to a deg-
radation constant of �0.03min�1 [�ln(0.5)/(21min)].
In vivo measurements of the dissociation constant (KD)
range from 0.2 to 100 nM (14); therefore, an intermediate
value of 10 nM was used. Most TFs have a Hill coefficient
of �2 (15–19); therefore, this value was used in the
models.

Plasmids and strains

Details of the strains, plasmids and oligonucleotide
sequences are described in Supplementary Tables S1–S3.
The structure of the plasmids and their construction has
been reported (20). The source or sequences of the DsrA,
MicC, ompC, rpoS, mCherry, gfp and the PLlacO-1 and
PLtetO-1 promoters has also been reported (20). The Plar
promoter was synthesized (21). The AAV-tag was added
to gfp by PCR (22). araC was PCR amplified from the

Figure 1. sRNA and transcription factor (TF) regulation in a simple genetic circuit. (A, B) sRNAs bind to target mRNAs resulting in a duplex
which decreases (sRNA silencer) or increases (sRNA activator) mRNA translation. For sRNA silencers, it is the target mRNA that is translated,
whereas for sRNA activators, it is the duplex that is translated. TFs bind to sequences at or near the promoter of the target gene to increase or
decrease its transcription. aS, aM, aP, aTFM, aTFP, aD, k and KD are rate constants as defined in the main text. Degradation reactions, which are
included in the models, are not shown. (C, D) Experimental system for characterizing the response curves and dynamics (see the main text).
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genomic DNA of E. coliMG1655. tetR was obtained from
pJM31 (23), and a frameshift mutation in the gene was
corrected to match the published sequence in pIKE107
(24). micC, dsrA and araC were deleted from the chromo-
some by the �-Red method (25).

Measurements of gene expression

Cells were cultured in LB-Luria media with 100 mg/mL
of ampicillin at 37�C and 200 rpm. GFP measurements
for the response curves were performed during early ex-
ponential growth (OD600nm� 0.04) by flow cytometry as
previously reported (20). Dynamics experiments were per-
formed as follows: 1/1000 dilution of overnight culture
was inoculated into LB-Luria media with 0 or 1mM
IPTG for 2.5–3 h (final OD600nm �0.3). A further 1/1000
dilution of the culture (or 1/100 dilution for measuring
time points <30min) was inoculated into fresh media
with 0 or 1mM IPTG. For strains with the TF activator
(AraC), the media also contained 10mM L-arabinose
unless otherwise stated. Of culture, 1mL was removed at
the specified time points and placed on ice. GFP fluores-
cence for the dynamics samples was also measured by flow
cytometry (20).

RESULTS

Modeling the sRNA and TF circuits

The regulation of a target gene by sRNAs and TFs was
examined in mathematical models that describe the
synthetic circuits used in our experiments (below). In the
circuits, sRNA and TF transcription is varied by an exter-
nal input (isopropyl-b-D-thiogalactopyranoside, IPTG),
and the protein concentration of the target gene (‘target
gene expression’) is the output (Figure 1C and D). The
target protein concentration depends on the free target
mRNA concentration for sRNA silencers, TF repressors
and TF activators, and it depends on the duplex concen-
tration for sRNA activators. The circuits were modeled
using sets of differential equations, and general parameter
values were obtained from the literature with the excep-
tion of the rate constant for duplex formation (k) which
was assigned a relatively high value so that it was not rate
limiting (see ‘Materials and Methods’ section and
Supplementary Methods). We did not adjust parameters
to ‘fit’ the experimental data.

For sRNAs, we used a ‘basic’ model where duplex for-
mation is treated as a single, irreversible bimolecular
reaction between the sRNA and its target mRNA. With
the specified parameter values, the basic model generated
results that were similar to a more complex ‘extended’
model that explicitly included Hfq and the intermediate
Hfq complexes (sRNA-Hfq, target mRNA-Hfq and
sRNA-Hfq–target mRNA complexes) that are often
required for duplex formation (Supplementary Methods)
(26). The basic and extended models yielded similar results
with biologically relevant parameters (Supplementary
Figure S1). Since there was no clear advantage to using
the more computationally intensive, extended model, we
used the basic model for simulating the response curves
and dynamics. For TFs, we modeled their effect on target

gene transcription using standard Hill-type functions for
repression and activation (13) (Supplementary Methods).

Experimental system

The predictions of the model were tested using a fluores-
cence reporter system (Figure 1C and D). Transcription of
the sRNA or TF genes was controlled by the PLlacO-1
promoter (27), which is repressed by LacI. IPTG, which
enters the cell and binds to LacI, was added to the media
to alter the amount of repression and consequently the
sRNA and TF mRNA transcription rates. The sRNA
and TF circuits were placed in wild-type MG1655 with
lacIq as well as the native lacI. This background strain
also has the native lacZYA operon, and therefore, IPTG
can increase its own uptake into the cell by inducing LacY
expression resulting in a steeper induction curve (28).
However, the steepness of the IPTG induction curve
does not affect the direct comparison of sRNA and TF
regulation because it is present in both the sRNA and TF
circuits. Furthermore, the shape of the IPTG induction
curve is not important because we account for it when
we determined the relative levels of sRNA and TF tran-
scription at different IPTG concentrations by placing gfp
under the direct control of PLlacO-1 (Supplementary
Figure S2).
TFs and sRNAs act on target genes which have both

binding sites for the TF at the promoter and for the sRNA
at target sequences fused to the gfp gene. The relative level
of target protein (GFP) is quantified by the GFP fluores-
cence level (i.e. ‘target gene expression’) (7,20,29). We
chose MicC and DsrA, which act on target sequences
from ompC and rpoS, respectively, as the sRNA silencer
and sRNA activator because they are well characterized
and have minimal toxicity when overexpressed (20). The
tetracycline repressor (TetR) and arabinose activator
(AraC), which act at the PLtetO-1 and Plar promoters,
respectively, were chosen as the TF repressor and TF ac-
tivator (21,27). AraC is only able to bind to the I1-I2
regulatory elements in Plar and activate transcription in
the presence of L-arabinose which binds and causes a con-
formational change in AraC (30).

sRNA and TF circuits have different response curves

The first step in the study was to characterize the response
curves for the sRNA and TF genes; that is, how target
gene expression is altered by varying levels of sRNA and
TF transcription. The response curves were obtained by
solving the dynamics equations at steady state and
substituting general parameter values from the literature
(see ‘Materials and Methods’ section). We did not perform
‘curve-fitting’ to modify the appearance of the functions.
Initially, the sRNA and TF transcription rates were varied
from 0.001- to 1000-fold the transcription rate of the
target gene (Figure 2A and B). The response curves
showed that most biologically relevant regulation of
target gene expression, which we define as within 1%
and 99% of maximum target gene expression (the ‘regu-
latory range’), occurs when sRNA and TF transcription is
less than or equal to the target gene’s transcription rate
(green line, Figure 2A–D). Furthermore, the response
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curves indicated that TFs cause a greater decrease or
increase in target gene expression than sRNAs at any tran-
scription level (Figure 2C and D).
The response curves were then measured experimentally

using our sRNA and TF circuits. As predicted, we
observed different response curves for the sRNA and TF
regulation. Increasing transcription of the sRNA silencer
(MicC) caused a linear decrease in target gene expression,
whereas increasing transcription of the TF repressor
(TetR) caused a steep, nonlinear decrease in target gene
expression (Figure 2E and F). The TF repressor was so
potent that small amounts of ‘leaky’ TF transcription
were sufficient to decrease the target gene expression by
10-fold compared to the sRNA at 0 mM IPTG (compare
y-intercepts). Different response curves were also observed
for the sRNA activator (DsrA) and TF activator (AraC)
(Figure 2G and H). Increasing the transcription of the
sRNA activator resulted in an approximately linear

increase in target gene expression with a small offset (the
offset may be related to the interaction of many types of
sRNAs at the rpoS target sequence) (31,32). In contrast,
increasing transcription of the TF activator produced a
steep, nonlinear increase in target gene expression after
which further transcription produced minimal increases
in expression.

The basis for the linear decrease in the mRNA concen-
tration with increasing sRNA transcription has been
described (7) and is due to each sRNA being able to
silence or activate only one target mRNA under condi-
tions where the sRNA concentration < target mRNA con-
centration. In contrast, TFs have nonlinear response
curves because there are a limited number of promoter
binding sites, and there is increasing competition for
those sites as the TF concentration increases. Arabinose-
bound AraC can increase the expression of arabinose
transporters, leading to increased intracellular arabinose

Figure 2. Theoretical and experimental response curves. Error bars indicate the SEM of duplicate measurements. Yellow shading indicates the
approximate bounds of the regulatory region. Transcription rates of the sRNA and TF genes are normalized to the target gene transcription rate
which is 1 nM min�1 (which is 0 on the log10 scale) (green line). (A, B) Theoretical response curves with relative sRNA and TF transcription rates
from 0.001- to 1000-fold the target mRNA rate. Equations and parameters are listed in the Supplementary Methods and ‘Materials and Methods’
section. (C, D) Linear plot of the data from panels A and B where sRNA and TF transcription is limited to a rate equal to the target gene.
(E) Experimental response curve for MicC (sRNA silencer) acting on the ompC target sequence (HL1085). (F) Experimental response curve for
tetracycline repressor, TetR (TF repressor) acting at the PLtetO-1 promoter (HL1082). Note: The data were not fitted to a Hill function (see below)
because only part of the response curve can be measured due to ‘leaky’ TetR. (G) Experimental response curve for DsrA (sRNA activator) acting on
the rpoS target sequence (HL1299). (H) Experimental response curves for AraC (TF activator) acting on the Plar promoter in the presence of 10mM
L-arabinose with either the rpoS target sequence in a �dsrA background [plus constitutive transcription of DsrA under the control of PLtetO-1
(HL1449)] or the ompC target sequence in a �micC background (HL1289). Data were fitted to a Hill-type function � TF�n

TF�n+Kn+c, where a is the
maximum expression due to induction (units: fluorescence, a.u.), TF* is the TF transcription rate which is presumed to be proportional to the TF
concentration (units: relative transcription, a.u.), K is the TF transcription rate that results in half the maximal level of induced expression (units:
relative transcription, a.u.), n is the Hill coefficient (unitless) and c is the level of expression before IPTG is added (units: fluorescence, a.u.). The fit
values for AraC-rpoS are: R2=0.98, reduced �2=44.9, a=3.43±0.61 a.u., K=0.34±0.17 a.u., n=0.57±0.10, c=0.99±0.08 a.u. The fit
values for AraC-ompC are: R2> 0.99, reduced �2=3.24, a=7.47±0.46 a.u., K=0.05±0.004 a.u., n=0.81±0.08, c=0.55±0.21 a.u.
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(note: AraC does not regulate its own transcription (19) in
our system because araC is controlled by the PLlacO-1
promoter). This positive feedback may have increased
the steepness of the response curve (33), but it did not pro-
duce bistable gene expression (Supplementary Figure S3)
as has been observed with the ParaBAD promoter (34).

In summary, the predicted and experimental response
curves showed major differences between sRNAs and
TFs. The sRNA response curves are linear, whereas the
TF responses curves are nonlinear with a greater relative
effect at low transcription rates. We show below that these
differences in the sRNA and TF response curves have an
impact on the dynamics of sRNA and TF regulation.

Predicted dynamics of sRNA and TF regulation

We next predict the dynamics of target gene expression
after sRNA and TF transcription is turned on and off.
The differential equation for the target protein concentra-
tion [P] (Supplementary Methods) was solved to yield:

½P� tð Þ ¼
�P½Y� tð Þ

�P
+ ½P� 0ð Þ �

�P½Y� tð Þ

�P

� �
e��Pt: ð1Þ

[P](0) is the initial target protein concentration [units: nM],
�P is the translation rate of P [units: proteins nM
(mRNAnM)�1min�1], �P is the degradation rate of P
[units: min�1], and [Y] is the target gene mRNA or
duplex mRNA concentration [units: nM]. Note: we
measure the protein concentration by the fluorescence
(a.u) which is assumed to be directly proportional to the
protein concentration by a factor of f [units: (fluorescence,
a.u.) (protein nM)�1].

Equation (1) shows that once the target mRNA or
duplex reaches steady state (i.e. [Y] is constant), the
target protein concentration converges to the new
steady-state concentration at a maximum rate determined
by the degradation constant (�P) (Figure 3A). Prior to the
target mRNA or duplex reaching steady state [Y], the
target protein concentration changes at a lower rate.
This is clearly shown in Figure 3A which compares the
dynamics following a change in sRNA and TF transcrip-
tion between a system where the sRNA, TF and Y con-
centrations reach steady state instantaneously (green solid
and dash curves) and a system where there is a time delay
while the sRNA, TF and Y concentrations reach their new
steady state (black solid and dash curves). The time delay
results in a rate of response that is initially < �P (note the
slope of the black solid curve is less steep than the green
solid curve in Figure 3A at time points <<1 a.u.). As the
sRNA, TF and Y concentrations reach steady state, the
rate of response approaches �P (note the parallel slopes of
the black solid and green solid curves in Figure 3A at time
points >>1 a.u.). In other words, the time required by
target mRNAs or duplexes to reach steady state causes a
delay (t) in target gene expression achieving its maximum
rate of change (Figure 3A) (note: theoretically the steady
state can only be reached after an infinite amount of time,
but in practice a value that is indistinguishable from
steady state can be attained when the difference is small
compared to the measurement error and the amplitude of
the stochastic fluctuations).

When comparing sRNA and TF regulation, the same
target protein (GFP fusion) is used, and therefore �P is the
same. Consequently, any differences in the dynamics of
sRNA and TF regulation must be due to differences in
the time the target mRNAs and duplexes (i.e. [Y]) take to
reach steady state, which will appear as a time delay in
target gene expression responding to changes in sRNA
and TF transcription. The time delay in the target
mRNAs and duplexes reaching steady state in turn
depends on the dynamics of the sRNA and TF concentra-
tions and their impact on target mRNA and duplex

Figure 3. Predicted dynamics of sRNA and TF regulation. (A) Target
protein concentration as a function of time with and without the
delay due to the target mRNA or duplex taking time to reach steady
state (Equation 1). Parameter values were chosen to best illustrate
the effect of the degradation rate on the dynamics and the time
delay (values are not necessarily those used in the model). For
turning on transcription with no delay, the parameters values are:
aP=proteins nM (mRNAnM)�1min�1, �P=0.05min�1, P[0]=0nM,
[Y]=1nM with [Y] reaching steady state immediately. For turning off
transcription with no delay, the parameters values are the same except
that [Y]=0nM and P[0]=1nM. Simulations with the delay are iden-
tical except that [Y] does not reach steady state immediately but
approaches its steady state according to the same function and with
the same parameter values as [P]. 0* indicates an actual value of zero
not 100. (B–E) Simulated dynamics following the turning on or off of
sRNA and TF transcription (parameters are listed in ‘Materials and
Methods’ section).
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concentrations. We, therefore, solved the dynamics equa-
tions for the sRNA and TF concentrations [(sRNA) and
(TF)] (Supplementary Methods) which yielded:

½sRNA� tð Þ ¼
�S

�S+k½mRNA�ðtÞ
+

 
½sRNA� 0ð Þ

�
�S

�S+k½mRNA�ðtÞ

!
e� �S+k½mRNA�ðtÞð Þ t and

ð2Þ

½TF� tð Þ ¼
�TFP½TFmRNA�ðtÞ

�TFP

+ TF 0ð Þ �
�TFP½TFmRNA�ðtÞ

�TFP

� �
e��TFP t:

ð3Þ

�S is the sRNA transcription rate [units: nM min�1],
�TFP is the TF translation rate [units:
proteins nM·(mRNAnM)�1·min�1], �S and �TFP are
the sRNA and TF degradation rates [units: min�1], k is
the duplex formation rate constant [units: nM�1min�1],
[mRNA] is the target mRNA concentration [units: nM],
[TF mRNA] is the TF mRNA concentration [units: nM]
and [sRNA](0) and [TF](0) are the initial sRNA and TF
concentrations [units: nM], respectively.
Two key points for sRNA and TF dynamics are

apparent from Equations (2) and (3). First, sRNA and
TF concentrations also increase or decrease at a rate
that depends on their clearance (�S+k[mRNA] and
bTFP, respectively). sRNAs usually have shorter half-lives
than TFs (�S>�P, see Supplementary Methods) and are
removed by duplex formation; therefore, their overall
clearance rate is greater (note: ‘degradation’ refers to
sRNA removal by mechanisms other than duplex forma-
tion). As a consequence, sRNAs approach their steady-
state concentrations more rapidly than TFs. Second, the
steady-state concentrations of sRNAs and TFs are aS/
(bS+k[mRNA*]) and aTFP[TF mRNA*]/bTFP, respect-
ively, (where [mRNA*] and [TF mRNA*] are the
steady-state target mRNA and TF mRNA concentra-
tions). The denominator of these expressions (containing
the clearance parameters) is typically greater for sRNAs,
whereas the numerator (containing the production par-
ameters) can be much greater for TFs. Therefore,
steady-state concentrations of TFs are likely to be
greater than for sRNAs at any transcription level
(Supplementary Figure S4).
The response curves showed that different relative con-

centrations of sRNAs and TFs are needed to regulate
target gene expression over the regulatory range. TF con-
centrations corresponding to �0.001% and 8% of the
relative TF transcription level are sufficient to achieve
the upper and lower bounds of the regulatory range for
target gene expression (Figure 2D). Therefore, TFs can
exert close to maximal activity soon after their transcrip-
tion is turned on (i.e. TFs don’t need to wait until they
achieve a value close to their steady-state concentrations).
At TF concentrations corresponding to >8% of the
relative transcription level, there is minimal further
increase in repression or activation; however, these

‘excess’ TFs can cause a time delay before target gene
expression responds to TF transcription being turned
off. For example, at a TF concentration corresponding
to 100% of the relative transcription level, >92% of the
TFs must be removed before a significant change in tar-
get gene expression will occur after TF transcription is
turned off (Figure 2D). Furthermore, the excess TFs are
removed slowly due to their low degradation rate. When
compared, sRNAs do not exceed (or minimally exceed)
the concentration needed to achieve the upper and lower
bounds of the regulatory range for target gene expression
(Figure 2C) and have high clearance rates. Therefore,
target gene expression changes with minimal delay when
sRNA transcription is turned on or off.

Simulations were performed to demonstrate the
predicted behaviors. As expected, when transcription of
the sRNA silencer and sRNA activator were turned on
and off, target gene expression changed with minimal
delay (Figure 3B and C). Similarly, when transcription
of the TF repressor and TF activator were turned on,
target gene expression responded with minimal delay
(Figure 3D). However, when transcription of the TF acti-
vator and TF repressor genes were turned off, there was a
long period before target gene expression responded.
During this delay, TF activity can continue and produce
a ‘dip’ in target gene expression as was observed with the
TF repressor (Figure 3E).

In summary, the theory and simulations show that
(i) differences in sRNA and TF dynamics affect the time
delay before target gene expression responds maximally
to changes in sRNA and TF transcription; (ii) this time
delay depends on the concentrations, clearance rates and
response curves of sRNAs and TFs and (iii) there may be
a long time delay before target gene expression responds
to TF transcription being turned off.

Experimental dynamics of sRNA and TF regulation

The predicted dynamics of sRNA and TF regulation were
measured by turning on and off the transcription of the
sRNA or TF genes by placing cells in media with or
without 1mM IPTG, respectively. We show that in a
system where LacI directly regulates target gene transcrip-
tion without any intermediate sRNA and TF signaling,
changing the IPTG concentration alters target gene
expression without any delay (t <30min) (Figure 4A).
Turning on and off the transcription of the sRNA
silencer (MicC) and sRNA activator (DsrA) changed
target gene expression with minimal delay (Figure 4B
and C). In addition, turning on the transcription of the
TF repressor (tetR with the st7 RBS) and TF activator
(araC with the st7 RBS), genes produced an immediate
change in target gene expression (Figure 4D). In
contrast, there was a delay before target gene expression
responded to the turning off of TF activator (AraC) and
TF repressor (TetR) transcription (Figure 4E).

For the TF repressor (TetR) circuit, we showed the
delay was due to continued TetR binding by
demonstrating that the delay disappears when aTc,
which prevents TetR binding to the operator sequences,
is added to the media (see below). For the TF activator
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(AraC), we show the delay is due to the continued binding
of arabinose-bound AraC at the target gene’s promoter by
demonstrating that the delay disappears when arabinose,
which is necessary for AraC binding to Plar, is removed
from the media. The continued activation of gene expres-
sion at Plar after IPTG was removed (i.e. the delay) also
indicates that LacI and IPTG do not inhibit AraC activity
as has been observed in some other systems (21,35); other-
wise, the removal of IPTG from the media would have
caused Plar expression to turn off immediately as in
Figure 4A. It should also be noted that if arabinose trans-
port is rapidly shut off and intracellular arabinose is
rapidly metabolized after araC transcription is turned
off, then the time delay for turning off target gene expres-
sion would be decreased compared to a system where the
intracellular arabinose concentration is constant.

Together the experiments show a delay in turning off
the TF repressor (TetR) and TF activator (AraC) activity
which is consistent with being due to their slow rate of
removal from the cell as previously proposed (8) and their
higher concentrations. These experimental findings are in
qualitative agreement with the predictions of the model
(compare Figures 3B–E and 4); there are some quantita-
tive differences, but this is unsurprising, given that general
parameter values were used in the models.

Reprogramming response curves and dynamics

We sought to modify the dynamics of TF regulation to
make it more similar to sRNA regulation. In particular,
we wanted to shorten the time delay in turning off TF
activity by two simple modifications. First, we reduced
the TF concentration by decreasing its translation rate
(i.e. decrease aTFP so less TF is produced from each TF
mRNA). Second, we decreased TF binding affinity
(i.e. increased KD), thereby shifting the response curve
so that higher TF concentrations are required to affect
target gene expression. We did not change the degradation
rate because it has both direct and indirect effects (i.e. it
also alters the TF concentration) on the dynamics.
We simulated a 50-fold decrease in TF mRNA transla-

tion or a 50-fold decrease in TF binding affinity
(Figure 5A); these modifications had equivalent effects
on the TF repressor’s response curve. The modifications
increased the relative levels of TF transcription needed to
obtain the upper and lower bounds of the regulatory
range. Since the response curve of the modified TF repres-
sor was more similar to the sRNA silencer, we expected
its dynamics to also be more similar to the sRNA (i.e. a
short time delay after TF transcription is turned off). The
simulations confirmed the predicted dynamics (compare
Figures 3E and 5B). It is noteworthy that while the
delay was decreased relative to the unmodified TetR, it
was still greater for the sRNA despite their similar
response curves (compare Figures 3C and 5B). The re-
maining difference in the time delay is due to the lower
clearance rate of the modified TF repressor compared to
the sRNA silencer.
The predictions and simulations were tested experimen-

tally using TetR. TetR translation was decreased by
replacing the original, highly efficient RBS (st7) with a
less-efficient RBS (st3) (36). TetR (st3) required a much
greater level of transcription than the original TetR (st7)
to achieve complete repression (although the level of tran-
scription needed was still much less than for the sRNA)
(Figure 5C). Based on this response curve, target gene
expression was expected to respond with less delay in
the presence of the less efficiently translated TetR (st3)
than with the original TetR (st7) and our dynamics meas-
urements confirmed this (Figure 5D). A dip occurred in
the dynamics curve after tetR transcription was turned off
due to continued TetR (st3) activity during the delay
(Figure 5D), which was also seen in the model, because
TetR had not reached steady state before being turned off
(Figure 3E). Decreasing the binding affinity for TetR (st7)
by adding 1 mM aTc to the media also resulted in response
curves (Figure 5E) and dynamics (Figure 5F) that were

Figure 4. Experimental dynamics following the turning on or off of
sRNA and TF transcription. The sRNAs are MicC and DsrA, and
the TFs are TetR (st7) and AraC. Strains are the same as used in
Figure 2. sRNAs and TFs are turned on and off by the addition or
removal of IPTG from the media. Error bars are the SEM of duplicate
measurements. (A) The direct turning on and off of target gene tran-
scription without sRNA and TF regulation (HL1178). (B) sRNA tran-
scription turned on. (C) sRNA transcription turned off. (D) TF
transcription turned on. (E) TF transcription turned off.
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more similar to that of the sRNA silencer with no detect-
able delay in target gene expression after tetR transcrip-
tion was turned off. Together these experiments show that
‘excess’ TF concentrations contribute to the time delay,
and therefore decreasing the TF concentration or
modulating the response curve decreases the time delay.

In our experiments and models, there was no difference
in the time delay following sRNA and TF transcription
being turned on. However, other theoretical studies pre-
dicted that there should be a difference with sRNAs
having a shorter delay (5) (note: our theoretical calcula-
tions, which are shown in the Supplementary Methods,
indicate that any reduction in the time delay for turning
on would be very small). The lack of a detectable differ-
ence in the delay for sRNAs and TFs is unlikely to be due
to the low degradation rate of the target protein (GFP)
because the time delay is independent of the degradation
rate of the target protein as shown by Equations (1–3).
This was experimentally confirmed by attaching an AAV
degradation tag to the GFP protein (22) which decreased
its half-life from �25 to �6min (determined by the
relative change in mean expression). We also decreased
the time from induction to the first measurement from
30 to 5min. With the AAV-tagged target protein, we
again found no difference in the time delay before target
gene expression responds to the transcription of the sRNA
silencer and TF repressor [TetR (st3)] being turned on
(Figure 6). These experiments showed that any difference
that exists in the time delay following the induction of
sRNA and TF transcription is very small (<<5min).

DISCUSSION

In this study, we characterized how the different mechan-
isms of sRNAs and TFs affect signaling. We showed the
dynamics of sRNA and TF regulation are primarily
determined by their clearance rates, steady-state
response curves and whether their concentrations exceed
the amount needed to achieve the upper and lower bounds
of a biologically relevant regulatory range for target gene
expression (defined as being between 1% and 99% of the
maximum). These three factors determine the time delay

Figure 5. Reprogramming response curves and dynamics. Errors bars
indicate the SEM of duplicate measurements. (A) Theoretical response
curves for the TF repressor with decreased translational efficiency or
decreased binding affinity (note: the two curves are identical and
overlay each other). sRNA silencer and TF repression curves from
Figure 2C and D are shown for comparison. (B) Theoretical
dynamics for TF repression with decreased translation or decreased
binding affinity. (C, D) Experimental response curve and dynamics
with decreased translation of the TF repressor (TetR). The highly effi-
cient RBS (st7) was replaced with the less-efficient RBS (st3) (HL1176).
Response curves for MicC and TetR (st7) from Figure 2E and F are
shown for comparison. (E, F) Experimental response curve and
dynamics with decreased binding affinity of the TF repressor (TetR).
The binding affinity of TetR (st7) was reduced by adding 1 mM aTc to
the media (HL1082). Response curves for MicC and TetR (st7) without
aTc from Figure 2E and F are shown for comparison.

Figure 6. Dynamics with GFPAAV following the turning on or of
sRNA silencer (MicC) and TF repressor [TetR (st3)] transcription.
*The PMT voltage for these flow cytometry measurements was
increased to compensate for low-GFP concentrations; therefore,
values in the plot should not be compared to values in other experi-
ments. Strains are HL4870 (MicC-GFPAAV) and HL4872 (TetR (st3)
GFPAAV).

7276 Nucleic Acids Research, 2012, Vol. 40, No. 15

http://nar.oxfordjournals.org/cgi/content/full/gks439/DC1


before target gene expression can maximally respond to
changes in sRNA and TF transcription.

The models and experiments were designed so that
sRNA and TF regulation could be meaningfully
compared over the same range of transcription rates.
Under these conditions, a long delay occurred before
target gene expression responded to TF transcription
being turned off due to their low clearance rates as previ-
ously postulated (8) and high concentrations. However
under physiological conditions, sRNA and TF regulation
may not occur at similar transcription rates. sRNA con-
centrations of 1500–3000 molecules/cell have been
reported (37,38), whereas TF mRNAs are typically less
than two molecules/cell (39). This large difference in
RNA concentrations is due to different transcription
rates rather than different sRNA and mRNA degradation
rates (Supplementary Methods). As a result of the differ-
ent transcription levels, TF concentrations are typically
low (<100 molecules/cell) (39,40), despite multiple TFs
arising from each TF mRNA. Therefore under physio-
logical conditions, the time delays for sRNA and TF regu-
lation are expected to be more similar than observed in
this study. In addition, cells can rapidly inactivate TF
activity by mechanisms including altering their phosphor-
ylation state (41) and via the binding or unbinding of
small molecules (e.g. L-arabinose) to reduce the time
delay for TF signaling.

Intuitively, one might expect the time delay before
target gene expression responds to the turning on of tran-
scription to be shorter for sRNAs than TFs (5,42) for at
least three reasons. First, sRNAs have the ability to inhibit
or activate the translation of existing target mRNAs in
contrast to TFs which only alter the production of
future target mRNAs. However, this ability of sRNAs
only decreases the time delay by a minimal amount
because target mRNAs rapidly turnover. That is, the
time saved by acting on existing target mRNAs
compared to simply waiting for the target mRNAs to be
degraded or created (as occurs with TFs) is small. Second,
sRNAs are generally shorter than TFs and therefore
require less time to be transcribed. While this theoretically
reduces the time delay, the decrease is minimal because
transcription is relatively fast (43). For example, a 1000
nucleotide TF mRNA takes only 20 s longer to transcribe
than a 100 nucleotide sRNA; this difference is small
compared to the half-lives of RNAs and proteins, and it
only applies to the first sRNA created (Supplementary
Methods). Third, sRNAs do not need to wait until they
are translated to act. Again, the reduction in the time
delay would be very small because translation occurs
during transcription, and therefore, TFs are generated
soon after transcription is completed. Our experiments
confirmed that these differences in the production and
action of sRNAs and TFs do not substantially affect the
time delay.

We demonstrated that the dynamics and the response
curves of TFs can be tuned and made to be more similar to
that of sRNAs. This has direct applications for designing
sRNAs and TFs to work seamlessly together in hybrid
synthetic circuits. The potential differences in sRNA and
TF regulation can be exploited in the construction of

synthetic circuits; sRNAs are well suited for graded
control of gene expression, whereas TFs are ideal for
creating switches with a unidirectional time delay as we
showed. Another advantage of sRNAs is that novel inter-
acting sRNA-target mRNA pairs can be readily generated
by introducing a mutation in a sRNA and a complemen-
tary mutation in its target mRNA sequence (44). These
mutated pairs have minimal cross-talk with native
sRNAs and target mRNAs (44) and thus little effect on
cell physiology. The disadvantages of sRNAs include their
relative inefficiency and the limited availability of Hfq
(20,37). Unfortunately, a major limitation for the quanti-
tative prediction of sRNA and TF signaling in synthetic
and native gene circuits is the lack of measured parameter
values for specific sRNAs and TFs; however, this is likely
to improve with increasing emphasis on quantitative char-
acterization of biological systems (45–50).
In conclusion, the results of this study are very general

and are necessary to understand the dynamics of signal
propagation in gene networks in prokaryotes and poten-
tially also in eukaryotes (51,52). Furthermore, our findings
have direct applications for the construction of synthetic
circuits especially those incorporating sRNAs or where
specific dynamic behaviors are desired.

SUPPLEMENTARY DATA

Supplementary Data are available at NAR Online:
Supplementary Tables 1–3, Supplementary Figures 1–5,
Supplementary Methods and Supplementary References
[53–60].
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