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A B S T R A C T   

The fireworks industry has long struggled with the problem of safety. Scientific, reasonable, and 
operable evaluation models are prerequisites of reducing risk. Based on the data from over 100 
fireworks production safety accidents in China from 2010 to 2022, two evaluation models were 
established from the perspective of safety risk definition. Firstly, a weight calculation derivative 
method, the frequency-based analytic network process (ANP), was proposed creatively. This 
method optimized the importance ranking index calculation process in the ANP by considering 
the causal frequency of risk factors in the historical accident samples, thus determining how much 
each indicator affects the likelihood of accidents. Secondly, utilizing the historical accident 
samples as the dataset, a back propagation neural network (BPNN) model was developed to 
extract the mathematical relationship between each risk factor and the severity of accident 
consequence. Finally, the frequency-based ANP and BPNN models were combined to determine 
the safety risk level of the fireworks production enterprises. Meanwhile, the safety evaluation 
research samples were used as the comparison set for empirical study with historical accident 
samples, involving 100 fireworks production enterprises in China evaluated from 2017 to 2020. 
The significance result of zero shows that there is a statistically significant difference between the 
likelihood evaluation results of the accident and non-accident companies. Additionally, the 
severity evaluation model exhibits an excellent result, revealing a classification accuracy of 98.21 
%, a mean square error of 8.97 × 10− 4, a percent bias of 1.24 %, and a correlation coefficient and 
Nash-Sutcliffe efficiency coefficient both of 0.96. The frequency-based ANP and BPNN models 
integrate self-learning, self-adaptive, and fuzzy information processing, obtaining more accurate 
and objective evaluation results. This work provides a new strategy for the promotion and 
application of artificial intelligence in the field of safety risk evaluation, thus offering real-time 
safety risk evaluation and decision support of the safety management for the enterprises.   

1. Introduction 

China is the largest producer, distributor, and exporter of fireworks in the world [1–3]. There are many risks and hidden dangers 
behind the vast market and production scale. Fireworks are primarily made from flammable and explosive pyrotechnic powder [4], 
which are extremely sensitive to any mechanical process, leading that modernizing the manufacturing facility difficult [5]. Meanwhile, 
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most employees are from less developed areas with an older age per capita and a lower education level, and a need for more awareness 
and skills in safety production [6]. Therefore, compared with other manufacturing industries, the production process of the fireworks 
industry involves more couplings of risky factors, thus resulting in a greater accident rate [7,8]. 

Safety risk evaluation is the basis and premise of risk control. A scientific evaluation model can not only help the safety supervision 
department accurately review the safety production conditions of companies, but also enable the graded control measures based on it 
to accomplish the effect of outlining. After nearly a century of research, safety risk evaluation has successfully shifted from qualitative 
to quantitative, and some corresponding software have been created based on computer technology. However, the manufacture of 
fireworks is mainly manual [9,10], unlike other industries with standard production lines and instrumentation diagrams [11]. Apart 
from that, evaluation indicators are mostly qualitative that are difficult to quantify. Therefore, the study on comprehensive safety risk 
evaluation of fireworks production enterprises is still mainly qualitative methods, only reaching conformity conclusions, such as 
what-if analysis [12] and job safety analysis [13], semi-quantitative or quantitative methods with subjective judgment, such as fuzzy 
approach [14], risk assessment for safety and health and chemical health risk assessment [6], and hazard identification and risk 
assessment [15], and quantitative methods that evaluate only from the severity like fire & explosion index [16], or from the likelihood 
like prediction human error analysis technique [17]. Previous studies have favorably explored the issue of uncertainty in the evalu
ation process from different perspectives. However, there is still a lack of evaluation models that can comprehensively, efficiently, and 
objectively quantify the safety risk of fireworks production enterprises. 

Safety risk evaluation has become more effective and informed with advancements in artificial intelligence, machine learning, and 
deep learning [18,19]. The back propagation neural network (BPNN) is a mathematical model that intelligently processes data by 
simulating the human brain, including learning, recognition, and self-adaptation. The BPNN model trains the network repeatedly to 
find patterns between sample inputs and outputs using an error back propagation algorithm. The neural network model has been 
widely used in evaluation [20], prediction [21], classification [22], and other fields with good results. In particular, Indumathi et al. 
[23] developed an artificial neural network model to predict occupational accidents, which took values from historical accident data 
due to the atmospheric conditions for Sivakasi (2009–2021). The proposed model by Indumathi et al. gave the highest accuracy 
compared with other models, but needed more comprehensive consideration of risk factors. 

In light of the above considerations, the BPNN model was introduced into the severity modeling process. However, due to the lack 
of quantitative data on the likelihood and taking into account the numerous factors affecting the safety of fireworks production and 
their interactions, the analytic network process (ANP) was optimized and used to determine the corresponding weights of the eval
uation indicators. The key idea of the ANP is to construct a comparison matrix using the nine-scale method, utilizing each factor as the 
criterion for a two-by-two comparison of the factors influenced by that factor [24]. However, the subjective character of expert scoring 
and the vagueness of the judgment boundary make it difficult to draw a clear line between the relative importance of two factors in 
practical applications. The causal frequency may indirectly indicate the importance of each risk factor in the chain of accidents [25], 
which is useful to improve the risk assessment quality and prevent accidents [26]. Therefore, the frequency-based ANP was proposed 
to objectively determine the importance ranking index by substituting the causal frequency of the indicators for the subjective 
judgment of experts. According to the historical accident data, this work aims to eliminate the overlap and subjectivity of evaluation 
indicators information in multiple links. Moreover, the comprehensive safety risk evaluation results, regarded as R, can be used to 
classify enterprises or risk points within the same enterprise and provide decision-making support for safety management. 

2. Design of the indicator system 

The evaluation indicator system was constructed from the perspective of accident causation. The grounded theory (GT) [27] was 

Table 1 
Part of the open coding process and results.  

Examples of original sentences Concepts Subcategories 

After the victim returned from playing cards outdoors, the security managers saw 
him in a bad mood and tried to persuade him not to work that day, but victim 
insisted on continuing to work. 

Poor mental state of personnel Physical and mental state of 
the personnel 

When recruiting and arranging work types, the company did not carefully examine 
the status of the employees’ age and so on. The company arranged for victim, 
who had exceeded the legal retirement age, to engage in the heavy labor 
production work of filling the filling room with drugs and collecting the cake 
room with sealing powder. 

Poor age and physical condition of 
personnel 

The emergency plan has not been well practiced or trained, so when the accident first 
occurred, the staff members on duty panicked and struggled to cope with it. 

Inadequate training and rehearsal of 
emergency plans 

Preparation and exercise of 
the emergency plan 

The production safety emergency plan was not produced in line with requirements, 
arranged for expert assessment, or lodged with the appropriate agency. The 
plan’s relevance, viability, and convergence are weak. 

Unqualified emergency plan preparation 

The average daily relative humidity was 29 % on the accident day, while the 
minimum daily relative humidity was 10 %. The dry weather made it simple to 
create electrostatic buildup. 

Low humidity in the workplace Humidity 

The factory did not strengthen the management of raw materials and drugs according 
to weather changes, resulting in the explosion of drugs after spontaneous 
combustion due to moisture. 

Raw materials, finished products or 
machinery and equipment are damped  
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applied to systematically abstract the indicator system from historical accident data without preconceptions to meet the requirements 
of comprehensiveness, purposefulness, and salience. The 112 fireworks production safety accidents collected on the information 
disclosure platform of the Chinese government were used as root materials. One hundred samples were randomly chosen for coding 
and analysis, and the rest were set aside as test samples. The indicator system was established using the proceduralised GT [28]. 

2.1. Open coding, axial coding, and selective coding 

After dividing the coded materials into semantically distinct sentences, the similarity and dissimilarity of sentences were analyzed. 
The 76 conceptualized causal factors of fireworks production safety accidents were identified and grouped into 27 subcategories with 
related traits and definitions. Table 1 only shows a portion of the open coding process and results due to space limitations. For each 
concept, only one original statement is excerpted. The concepts and subcategories resulted from open coding were investigated for 
their potential logical relationships using the paradigm model [29]. The five main categories governed the subcategories were then 
refined, as shown in Table 2. An example of the analysis process of the paradigm model is shown in Fig. 1, where the phenomenon is the 
main category. Subcategories and main categories were again gathered and refined based on the principal goal of evaluation. Finally, 
the “Evaluation indicators system of safety risk for fireworks production enterprises” was identified as the core category of the rooted 
material. 

2.2. Test of coding results (significance level α = 0.05) 

When the 12 reserved materials were coded at three levels in order, no new concepts, categories, or links could be made, indicating 
that the refining study of assessment system has hit theoretical saturation. Using SPSS software, the significance of differences in the 
frequency of the five main categories in each rooting material was tested in order to further confirm the extraction effect of evaluation 
indicators. Among them, when the main category belonging to the same concept appeared repeatedly, it was only counted once. 
Firstly, a distribution test was performed using the Kolmogorov-Smirnov (K–S) test [30], which was appropriate for sample size (n =
112) greater than 50. As illustrated in Table 3, the results of the significance test were less than α, indicating that the frequency of the 5 
main categories did not follow the normal distribution. Therefore, the Friedman test [30] in nonparametric tests was chosen to perform 
the significance of differences test. The results revealed that there were significant differences among the 5 main categories (signif
icance p = 0 < α), and the evaluation indicator system was well constructed. The main categories and subcategories were utilized as 
primary and secondary indicators, respectively, constructing the evaluation indicator system based on the coding results. 

Table 2 
Axial coding results.  

Subcategories Main categories 

Awareness level of responsibility among safety managers (A1) The safety risk level of personnel (A) 
Literacy level of safety among workers (A2)

Quota situation of workers (A3)

Physical and mental state of the personnel (A4)

Setting condition of safety facilities and equipment (B1) The safety risk level of equipment (B) 
Working condition of machinery and equipment (B2)

Qualified status of tools (B3)

Electrostatic (C1) The safety risk level of environment (C) 
Temperature (C2)

Humidity (C3)

Arrangement of production processes (C4)

Situation of overall layout (C5)

Qualified compliance of raw and auxiliary materials (D1) The safety risk level of material (D) 
Drug residue situation (D2)

Quantitative production, storage and transportation situation (D3)

Safety education and training situation (E1) The safety risk level of management (E) 
Qualification status of security managers (E2)

Qualification status of special workers (E3)

Preparation and exercise of the emergency plan (E4)

Implementation status of raw material access system (E5)

Implementation status of hazardous materials storage and transportation system (E6)

Implementation status of the full production safety responsibility system (E7)

Construction status of regulations (E8)

Construction status of the organization of safety production (E9)

Situation of hidden danger investigation and rectification (E10)

Acquisition and maintenance status of equipment and facilities (E11)

Management of the safety production site (E12)
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3. Methods 

3.1. Evaluation scale of indicators 

Given that the causal frequency of each indicator indicates its importance in the accident chain, the evaluation scale proposed in 
this paper is characterized by the conceptual frequencies under each indicator. Therefore, in the evaluation process of likelihood (L) 
and severity (S), the normalized dimensionless evaluation values VL Ik and VS Ik of secondary indicator Ik (k = 1, 2, …, mI) under the 
primary indicator I (I = A, B, …, E) are set as equations (1) and (2), respectively: 

VL Ik = f ′
L Ik

/
fL Ik (1)  

VS Ik = f ′
S Ik

/
fS Ik (2)  

where mI is the number of secondary indicators that I covers; fL Ik is the number of concept categories that Ik covers; f′
L Ik and f′

S Ik are 
the frequency of concepts that belong to Ik in one evaluation; fS Ik is the highest frequency of concepts that belong to Ik in a historical 
accident research data. The impact of each risk factor on likelihood is primarily driven by its quality, while the impact on severity also 
includes its quantity. Therefore, when the same concept is repeated, it is only recorded once in VL Ik, while accumulated in VS Ik. If 
f ’
S Ik > fS Ik, then VS Ik takes 1. For instance, three issues were found when the overall layout (C5) of an enterprise was examined, 

including the insufficient number of workplaces, insufficient safe distance from the workplace (two locations), and non-compliant 
workplace protection level and protective barrier. C5 covers 6 concepts with fS C5 of 5. Therefore, VL C5 is 0.5, and VS C5 is 0.8. 

Fig. 1. Example of the analysis process of the paradigm model.  

Table 3 
K–S test results.  

Main categories A B C D E 

p 3.5380 × 10− 10 6.6501 × 10− 18 1.3419 × 10− 15 2.2159 × 10− 17 1.4641 × 10− 18  

Fig. 2. Flow and architecture diagram of the proposed frequency-based ANP model.  
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3.2. Frequency-based ANP 

Fig. 2 illustrates the flow and architecture diagram of the proposed Frequency-based ANP model. Firstly, the frequency-based ANP 
network structure of the evaluation system was provided after analyzing the relationship among the risk factors, as shown in Fig. 3. The 
control layer only contains the decision objective, which is the likelihood of fireworks production safety accidents. Among them, the 
secondary and primary indicators are also called risk impact factors and factor groups, respectively. The connecting lines denote 
relationships between factors, and factors in the arrow-tailed factor group influence factors in the factor group pointed by the arrow. 
Secondly, in historical accident research data, the duplication concepts are eliminated, and the frequency of Ik and Jl together as the 
accident causal factors, is recorded as cJl

Ik 
(cJl

Ik = cIk
Jl

). Then the importance ranking index of Ik1 compared to Ik2 under the criterion Jl is 
optimized as equation (3): 

aJl
Ik1 − Ik2

= cJl
Ik1

/
cJl

Ik2
(3) 

In this way, 27 factors are progressively utilized as a criterion for a two-by-two comparison of all factors in the same factor group to 
construct the judgment matrix for each of the 5 factor groups. Following that, the normalized eigenvectors of each judgment matrix are 
aggregated to produce the weightless supermatrix W. Similarly, using each of the 5 factor groups as the criterion in turn, two-by-two 
comparisons are made for all factor groups to construct 5 judgment matrices. The normalized eigenvectors of each judgment matrix are 
combined to produce the weighted matrix A (A≝(aij)) that reflects the relationship between factor groups. As shown in equation (4) 
[24], The elements of W are weighted to create the weighted supermatrix W based on A. 

W≝
(
Wij

)
≝
(
aijWij

)
(4)  

Finally, the limit supermatrix W∞ is created by self-multiplication of W, until the values in each row are stable and constant. The values 
of W∞ in each row represent the weight values of relevant risk factors affecting likelihood. 

3.3. BPNN with AdamW optimizer 

The settings of the learning rate (LR) and gradient algorithm significantly impact on the training of a network. As a result, the 
adaptive moment estimation (Adam) [preprint] [31] with decoupled weight decay (AdamW) [preprint] [32] was introduced to 
determine the appropriate LR and gradient algorithm. The parameters in Adam were updated using the experience gained from 
previous iterations, which dampened the tendency for oscillations. Based on Adam, AdamW introduced a weight decay (WD) term 
decoupled from gradient descent to regularize larger weights and avoid overfitting the model. 

Fig. 4 illustrates the flow and architecture diagram of the proposed BPNN model. According to the above evaluation scale in 3.1, the 
VS Ik of each indicator Ik in samples was quantified and used as the input data of the BPNN model. The imbalance in the number of 
samples from different categories may affect the classification function of the model due to insufficient data acquisition. Preprocessing 
of the data is necessary to avoid model overfitting and enhance the generalizability of the algorithm. As a result, the SMOTE (Synthetic 
Minority Over-sampling Technique) data enhancement method [33] was applied to acquire new sample data by interpolating between 

Fig. 3. Frequency-based ANP network structure of safety risk evaluation system for fireworks production enterprises.  
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samples of small sample classes. Due to the significant ambiguity in the quantification process of severity, the evaluation of severity 
was converted into a classification problem. The evaluation result level of severity was divided into five levels according to the 
classification standard of production safety accident level, as shown in Table 4. The acceptable value of the sample output expectation 
is set to the group median of the corresponding value range of the evaluation result level, and the acceptable mean square error (AMSE) 
is 0.01. Among these, the mean square error (MSE [34]) is given as equation (5), yi and ŷi are the expected value and output value of 
sample i, respectively. 

MSE=
∑n

i=1
(yi − ŷi)

2

/

n (5) 

It was found that AdamW increased the separation of the hyperparameters search space [32]. As a result, the value of WD was set to 
the default value of 0.01 in pretraining, looking for a better LR, thus modifying the WD by using the better LR. The LR was typically 
empirically set at a lower value (10− 3 ⁓ 10− 2), which was inefficient for training. To save training time and ensure network 
convergence, the boundary test of the cyclical learning rate method (CLR) was used to objectively determine the maximum bound of 
the LR [35]. In order to create a graph to show how the loss changes with the LR, the LR was initially set to a low number and then 
gradually increased after each iteration. The maximum bound value corresponded to the LR when the loss grew inversely. The LR was 
set to the empirical value, the maximum bound value with the CLR method, and a larger value, respectively, and pretraining was 
performed to determine the better value. In addition, the larger WD, 10− 2, 10− 3, and 10− 4, should be tested because the shallow 
architecture of BPNN needed more regularization [36]. 

The purpose of sensitivity analysis for the improved BPNN model established by this paper is to identify the key risk factors in 
control severity. Although there are many sensitivity analysis methods, the fundamental concept is similar. The impact of input 
neurons on the output was analyzed using the mean influence value (MIV) approach [37], which is a method often used in neural 
networks. Equation (6) [37] sets AMIVIk , is the absolute value of MIV for Ik. 

AMIVIk =

⃒
⃒
⃒
⃒
⃒

∑n

i=1

(
ŷi1 Ik − ŷi2 Ik

)
/

n

⃒
⃒
⃒
⃒
⃒

(6)  

where, two new input samples are created by a 10 % increase and decrease in the value of the input variable corresponding to Ik in 

Fig. 4. Flow and architecture diagram of the proposed BPNN model.  

Table 4 
Correspondence table of evaluation value and level of severity.  

Evaluation result level of S Extremely high High Medium Low Extremely low 

Number of deaths ≥30 [10,30) [3,10) [1,3) 0 
Evaluation result value of S [0.8,1] [0.6,0.8) [0.4,0.6) [0.2,0.4) [0,0.2)  
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sample i, respectively. These two new input samples are then imported into the trained BPNN model to produce new output values of 
ŷi1 Ik and ŷi2 Ik , respectively. 

4. Results and discussion 

4.1. Frequency results for each indicator 

The frequency of each indicator including and excluding the same concepts in each fireworks production safety accident research 
sample is shown in Fig. 5(a–e), where IQR is the inter quartile range. According to the evaluation scale in 3.1, each VL Ik and VS Ik in 
samples was quantified. 

Fig. 5. Frequency results for each indicator.  

F. Wang et al.                                                                                                                                                                                                          



Heliyon 9 (2023) e21724

8

4.2. Results and empirical study of the likelihood evaluation 

It is not feasible to use the current software, such as Super Decision and yaanp, which only provide importance ranking index 
options in nine-scale, five-scale, three-scale, or two-scale. Furthermore, it is challenging to verify the effectiveness and correctness of 
manual computation. Therefore, the frequency-based ANP model was built in the Python environment, and its calculation results are 
shown in Table 5. 

To make a comparative empirical study with the 112 accident enterprises, this exploration collected the safety evaluation report of 
100 fireworks production enterprises in China. Among them, the samples of accidental and non-accidental enterprises were noted as 
group N1 and N2, respectively, among which n were 112 and 100; group N2 used data on the production safety conditions before the 
rectification, and no production safety accidents occurred in the period before and after the evaluation. Fig. 6 shows the evaluation 
results L of two sample groups. As shown in Fig. 6, the likelihood assessment results of group N1 are all smaller and more concentrated 
than those for group N2. To further verify the significance of the difference between the assessment results of group N1 and N2, a K–S 
test using SPSS software was performed. The Friedman method was also chosen for the significance of differences test because the p in 
the K–S test were determined as 0.0240 and 6.0893 × 10− 11, respectively. The result of the Friedman test demonstrates a significant 
difference between the evaluation results of N1 and N2 (p = 0 < α), which is compatible with the objective fact. 

4.3. Results and validation of the severity evaluation 

Based on the established evaluation indicator system, the BPNN model adopted a three-layer structure. The input layer was set to 
the evaluation value of each secondary evaluation indicator with 27 neurons, which was the VS Ik obtained from the evaluation scale in 
3.1. The number of neurons in the implicit layer was regarded as the number of primary evaluation indicators, which was 5. One 
neuron was set in the output layer, which was the algebraic value of the severity evaluation result. The loss function adopted the MSE 

loss function, where loss =

∑n
i=1

(yi − ŷ i)
2

2n = MSE/2. Given that AMSE/2 = 5× 10− 2, the goal loss was considered to be 10− 3, resulting in 
MSE being smaller than AMSE. The sigmoid function was used as the activation function since the input and output layers ranged from 
0 to 1. The maximum number of iterations was taken as 105.340 groups of data were obtained after data preprocessing. One group of 
each type was then randomly chosen to serve as the test dataset, while the remaining 335 groups served as the training data set. Due to 
the moderate number of the study for training samples, training was carried out using a full data set. 

Fig. 7 displays the results of the LR range test for this dataset. According to the CLR method, the maximum bound value of LR is 9 ×
10− 2. Accordingly, the pretraining result is displayed in Fig. 8 when the LR was set to the empirical value of 10− 2, the maximum bound 
value of 9 × 10− 2, and a larger value of 10− 1, respectively. The LR determined by the CLR method has a faster training speed compared 
to smaller LR, and prevents the model from exhibiting overfitting before they reach a predetermined accuracy compared to larger LR. 
According to the pretraining result of test loss under different WD shown in Fig. 9, the model can demonstrate better generalization 
performance when the WD is taken as 10− 2. 

Table 5 
Normalized weight values and ranking of evaluation indicators.  

Primary indicators Weighting and ranking of primary indicators Secondary indicators Weighting and ranking of secondary indicators 

A 0.3531 (2) A1 0.0453 (8) 
A2 0.1955 (1) 
A3 0.0559 (4) 
A4 0.0564 (3) 

B 0.0781 (5) B1 0.0464 (7) 
B2 0.0132 (20) 
B3 0.0184 (14) 

C 0.0918 (3) C1 0.0190 (13) 
C2 0.0066 (24) 
C3 0.0140 (17) 
C4 0.0121 (21) 
C5 0.0402 (9) 

D 0.0798 (4) D1 0.0051 (26) 
D2 0.0196 (12) 
D3 0.0552 (5) 

E 0.3972 (1) E1 0.1830 (2) 
E2 0.0060 (25) 
E3 0.0137 (19) 
E4 0.0172 (16) 
E5 0.0359 (10) 
E6 0.0279 (11) 
E7 0.0138 (18) 
E8 0.0112 (22) 
E9 0.0040 (27) 
E10 0.0182 (15) 
E11 0.0111 (23) 
E12 0.0552 (5)  
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In summary, the BPNN model was trained with the hyperparameters shown in Table 6, and the training results are shown in Fig. 10. 
Based on that, the optimal parameters of the BPNN severity assessment model were derived. Fig. 11 illustrates the evaluation results S 
of accident enterprises. The following metrics were employed to evaluate the performance of model: CA (classification accuracy, 
equation (7) [38]), MSE, R2 (correlation coefficient, equation (8) [39]), NSE (Nash-Sutcliffe efficiency coefficient, equation (9) [39]), 
and PBIAS (percent bias, equation (10) [40]). Among these, Table 7 shows the meanings of TP, TN, FN and FP in the binary cate
gorization problem, and the categorization results include both P (positive) and N (negative) categories; y and ̂y are the mean expected 

Fig. 6. Empirical study results of the frequency-based ANP model.  

Fig. 7. LR range test results.  

Fig. 8. Pretraining results under different LR.  
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value and mean output value for all samples, respectively. As seen in Table 8 and Fig. 11, CA is close to 100 %. Besides, MSE and PBIAS 
are both close to 0, and R2 and NSE are both close to 1, indicating a good match between the evaluation and expected values. 

CA=
TP + TN

TP + FN + FP + TN
(7)  

R2 =

⎛

⎜
⎜
⎝

∑n

i=1
(yi − y)(ŷi − ŷ)

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

i=1
(yi − y)2 ∑

n

i=1
(ŷi − ŷ)2

√

⎞

⎟
⎟
⎠

2

(8)  

Fig. 9. Pretraining results under different WD.  

Table 6 
Hyperparameters for training BPNN model.  

Hyperparameter Value Hyperparameter Value Hyperparameter Value 

Layers 3 Number of neurons in the input layer 27 Number of neurons in the implicit layer 5 
Number of neurons in the output layer 1 Goal loss 10− 3 The maximum number of iterations 10− 5 

Batch Size 335 LR 9 × 10− 2 WD 10− 2  

Fig. 10. BPNN model training results.  
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NSE= 1−

∑n

i=1
(ŷi − yi)

2

∑n

i=1
(yi − y)2

(9)  

PBIAS=
∑n

i=1

ŷi − yi

yi
×100% (10)  

4.4. Results of the comprehensive safety risk evaluation 

According to the evaluation models of likelihood and severity developed by frequency-based ANP and BPNN, respectively, the 
comprehensive evaluation results of safety risk were obtained for 212 enterprises. Among group N2, the enterprises judged to be 
qualified after rectification were recorded as group N2− 1, and the rest were recorded as group N2− 2. 

The evaluation level of safety risk is divided into four categories based on the safety risk classification and control, including 
significant risk, higher risk, general risk, and low risk. To be consistent with the actual evaluation results of the enterprises, the upper 
limit value of low risk was initially set to the minimum value of R for the group N2− 1, which was 0.0023. The comprehensive evaluation 
results of R for groups N1 and N2− 1 were then subjected to K-means [41] cluster analysis using SPSS, which provided a scientific and 
theoretical basis for the division of the remaining three levels. The clustering outcomes are displayed in Table 9, which provide a 
scientific and theoretical basis for the establishment of the safety risk level assessment scale. The range of values for each evaluation 
level is modified downward under the strict and high principle. 

Fig. 12 displays the results of the comprehensive safety risk evaluation for samples and the level evaluation scale of that. As shown 
in Fig. 12, most of the samples with general risk and below are from group N2 with no production safety accidents. Although there are 
occasional accidents, the severity is not higher, which did not result in many fatalities. The frequency-based ANP and BPNN evaluation 

Fig. 11. Evaluation results for historical accident samples under the BPNN model.  

Table 7 
The meanings of TP, TN, FN and FP.  

Classification of expectations Classification of outputs 

P N 

P TP FN 
N FP TN  

Table 8 
The evaluation effect of the model.  

CA MSE R2 NSE PBIAS 

98.21 % 8.97 × 10− 4 0.96 0.96 1.24 %  

Table 9 
Correspondence table of comprehensive evaluation value and evaluation level of R.  

Clusters 1 2 3 

Number of clustered cases 115 72 24 
Clustering center 0.0128 0.0976 0.2548 
Corresponding sample value range 0.0023 ⁓ 0.0564 0.0574 ⁓ 0.1763 0.1802 ⁓ 0.3907  
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models can better achieve the goal of reviewing the safety production conditions. 

4.5. Discussion of key factors in risk control 

The frequency-based ANP and BPNN models are not only useful for the safety risk evaluation, but also can understand the 
importance of each indicator among the safety risk. Therefore, it is crucial to identify the indicators that can be modified to reduce the 
risk after considering factors such as cost, feasibility, and effectiveness. 

As shown in Table 5, the top five risk factors, including A2,E1,A4,A3, and E12, accounted for 54.6% of the total weight and the other 
22 risk factors accounted for the rest weight. This indicates that eliminating the probability of occurrence for only these five critical risk 
factors can significantly reduce the occurrence likelihood of fireworks production safety accidents. The importance of the key factors 
that have not been stressed enough in previous research and practical applications of safety management, such as the physical and 
mental state of the personnel (A4), should also be considered. The AMIV for risk factors in BPNN model were calculated respectively, 
and the sequence of the risk factors was sorted according to the AMIV value. From Table 10, it is illustrated that C5, E12, A1, E1, and B1 
are the 5 most important factors for severity evaluation, although the safety risk level of materials (D) is directly related to severity. 
Environment factors like C5 and equipment factors like B1 are the key measures to limit D, and the failure of measures largely con
tributes to the expansion of severity. Besides, management factors like E12 and personnel factors like A1 increase severity by raising the 
safety risk level of materials, environment, and equipment. Therefore, factors in D are less sensitive in the severity assessment model. 

5. Conclusion 

The goal of this study is to increase the objectivity and accuracy of the safety risk evaluation of enterprises that produce fireworks 
from multiple perspectives. To remove the interference of redundant information, GT was used for the first time in the fireworks field 
to thoroughly and methodically refine the evaluation indicators system from historical accident causation data. Then, from the 
perspective of the definition of safety risk, frequency-based ANP and BPNN models have been established and improved based on the 
evaluation characteristics of likelihood and severity indicators, which are of pioneering significance. 

Compared with traditional methods like the fuzzy approach, the frequency of evaluation indicators was innovatively used as the 
basis for quantifying their weights and values, which simultaneously improved objectivity while maintaining a high degree of 
operationalization. Unlike previous attempts of artificial intelligence in the field of safety risk evaluation of fireworks production 
enterprises, the two models proposed in this study consider the risk-influencing factors in a comprehensive way. In addition, the 
likelihood was not simply regarded as two limit states, but the evaluation of their specific values were explored. The significance of the 

Fig. 12. Comprehensive evaluation results and level evaluation scale of safety risk for fireworks production enterprises.  

Table 10 
Sensitivity analysis results of BPNN model.  

Risk 
Factor 

AMIV Ranking of the risk 
factors 

Risk 
Factor 

AMIV Ranking of the risk 
factors 

Risk 
Factor 

AMIV Ranking of the risk 
factors 

A1 0.0092 3 A2 0.0006 21 A3 0.0012 17 
A4 0.0020 12 B1 0.0072 5 B2 0.0030 9 
B3 0.0015 14 C1 0.0021 11 C2 0.0017 13 
C3 0.0007 20 C4 0.0008 19 C5 0.0200 1 
D1 0.0001 26 D2 0.0005 22 D3 0.0001 26 
E1 0.0082 4 E2 0.0014 15 E3 0.0036 7 
E4 0.0002 24 E5 0.0002 24 E6 0.0013 16 
E7 0.0032 8 E8 0.0030 9 E9 0.0003 23 
E10 0.0038 6 E11 0.0009 18 E12 0.0114 2  
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difference test and the results of the five performance metrics verify that the proposed evaluation indicator system and models provide 
a realistic way for companies to determine their safety risk level in an objective manner. Taking into account the specific circumstances 
of the company and the results of a sensitivity analysis, it is also effective and practicable to make decisions for safety management. 

Due to the limited sample size, there are some gaps between the five metrics characterizing the performance of the BPNN model and 
the ideal values, which means that there are some systematic biases in the evaluation results. Thus, it is necessary to increase the size of 
the data set used to build the models in the future. And specialists and academics in the fields of computer science and safety must work 
together to further improve the accuracy and speed of intelligent safety risk evaluation. 
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