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Abstract
Blind people can benefit greatly from a system capable of localising and reading comprehension text embedded in natural

scenes and providing useful information that boosts their self-esteem and autonomy in everyday situations. Regardless of

the fact that existing optical character recognition programmes seem to be quick and effective, the majority of them are not

able to correctly recognise text embedded in usual panorama images. The methodology described in this paper is to localise

textual image regions and pre-process them using the naı̈ve Bayesian algorithm. A weighted reading technique is used to

generate the correct text data from the complicated image regions. Usually, images hold some disturbance as a result of the

fact that filtration is proposed during the early pre-processing step. To restore the image’s quality, the input image is

processed employing gradient and contrast image methods. Following that, the contrast of the source images would be

enhanced using an adaptive image map. The stroke width transform, Gabor’s transform, and weighted naı̈ve Bayesian

classifier methodologies have been used in complicated degraded images to segment, feature extraction, and detect textual

and non-textual elements. Finally, to identify categorised textual data, the confluence of deep neural networks and particle

swarm optimisation is being used. The text in the image is transformed into an acoustic output after identification. The

dataset IIIT5K is used for the development portion, and the performance of the suggested come up is evaluated using

parameters such as accuracy, recall, precision, and F1-score.
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Introduction

An intricate deteriorated image document is a widely

accessible and useful medium that contains crucial, helpful

data. These data are composed of pixels, from which

important information is extracted from complex images

according to the requirements of computer vision [1].

Complex videos and complex image text messages produce

quality, just like text messages in images are used in many

complex image learning [2–4] and indulging implementa-

tion processes, including language translators, book digi-

tisation, video or image recovery [2]. Considerable

devotion has been paid recently to the use of pre-pro-

grammed text detection and text recognition [5]. In history,

an assortment of explorations were carried out to remove

text from complex scenes, and this process of text acqui-

sition is one of the most important parts of optical character

recognition [6]. After text detection and further binarisa-

tion, OCR [7] is used to recognise text from images [8].

The visual images provide accurate and appropriate

details for oblivious direction-finding, image perceptive, and

retrieval methods, respectively [9]. This complex image

frequently incorporates a variety of fonts and other proper-

ties [10]. The primary focus of the complicated corrupted

images could include distinct-designed characters, informa-

tion exposed in digital signposts, and information displayed

& Binay Kumar Pandey

binaydece@gmail.com

1 Department of Information Technology, College of

Technology, Govind Ballabh Pant University of Agriculture

and Technology, Pantnagar, Uttarakhand, India

2 Department of Technical Education, IET, Dr. A.P.J. Abdul

Kalam Technical University, Lucknow, Uttar Pradesh, India

3 Department of Electronics Engineering, Institute of

Engineering & Technology, Lucknow, India

4 Department of Computer Science and Engineering, Invertis

University, Bareilly, India

123

Augmented Human Research (2021) 6:14
https://doi.org/10.1007/s41133-021-00051-5(0123456789().,-volV)(0123456789().,- volV)

http://orcid.org/0000-0002-4041-1213
https://orcid.org/0000-0003-0353-174X
http://crossmark.crossref.org/dialog/?doi=10.1007/s41133-021-00051-5&amp;domain=pdf
https://doi.org/10.1007/s41133-021-00051-5


on a monitor. This is a very common task for traditional

OCR: identifying textual information with a different

appearance. The texts are sprinkled throughout this complex,

degraded image, and the preceding information about their

position is not presented. The input documents from the

camera recognise the line spacing, number of characters, but

the complex image text does not contain any formatting

rules, so it is not possible to directly apply the segmentation

approach to complex images [11]. The process of detecting

text in complex degraded images consists of two major

steps: classification of textual images and non-textual ima-

ges, and character recognition [12].

A primary goal of textual information extraction [13] from

images would be generally used for directing visitors, locat-

ing vehicle locations, visually impaired people, and so on.

Throughout this approach, an effective DNN is incorporated

with the purpose of fetching the text from tarnished images

[14]. In advance of that, the distorted frame of the image must

be evaluated to determine whether or not the usable image

contains any relevant information. To achieve this, a weigh-

ted [15] naı̈ve-based classifier-based method is used before

using deep learning-based [16] recognition of characters.

The Weighted naı̈ve-based classifier distinguishes

between textual and non-textual images [17]. The errors

caused by reassessment mostly during the text classification

process can be decreased by further using an optimisation

algorithm. Finally, an image containing the text is fed into the

deep neural network (DNN) algorithm for text extraction.

Furthermore, the load parameter available in DNN [18] dur-

ing the text extraction method reduces the likelihood of reli-

ability in DNN. To avoid such a situation, a hybrid approach

combining particle swarm optimisation and DNN has been

used. That further results in an optimal weight parameter for

DNN. Thereafter, the obtained text data are given as input to

the text-to-speech synthesizer (TTS) that scans and reads each

character and number of textual data and changes it into

voices. This kind of system helps visually impaired people to

interact effectively through vocal interface.

The following is how this paper was prepared. The

review of literature is described in ‘‘Literature Review’’

Section. ‘‘Problem Statement and Motivation’’ Section is

concerned with the problem statement and motivation.

‘‘Proposed Methodology’’ Section discusses the suggested

methodology. Finally, ‘‘Results and Discussion’’ Sec-

tion summarises the suggested methodology’s results.

Literature Review

In this section, numerous approaches to textual data clas-

sification and character identification have been explored,

and the effectiveness of all these approaches has also been

evaluated.

In [19], the detection of bowed and multifaceted textual

data in a unified type from complex degraded images

frames via evolving a new-mask region-based convolu-

tional neural network-based text detection method [4].

However, according to [20], a new method for data

recognition and detection has been a connected compo-

nent-focused method that makes use of maximally

stable extreme regions. The multiple blurs produced by

motion and defocus make the text detection process a

challenging one.

In [21], a method for text identification in a distorted or

non-distorted image is discussed. The contrast variants

experienced in nearby pixels were identified in this method

to evaluate the blur degree. Furthermore, the low-pass filter

was used for de-blurring. Mostly, this approach gives

pixels under consideration for de-blurring images. The

process of detecting the scene text from videos attains high

value in several information removal hinged audiovisual

applications, like video-frame recovery and investigation.

[4] gives a text tracking and recognition approach for

frames of videos [22]. The public scene text video was

included in this method, which outperforms the other

existing methods.

According to [23], texture data were retrieved and

analysed from complex degraded images using an

improved algorithm. To begin, the Discrete Wavelet

Transform (DWT) was used to detect edges in images.

Following that, the textual regions were located using the

Ada Boost classification model and connected component

clustering. [24] introduced morphological reconstruction,

which is based on a technique known as the geodesic

transform, which emphasizes artefacts in the image’s

centre while erasing light and dark constructions that are

problematic near the image’s boundary. This binarisation

technique has been found to be far superior to other text

binarisation techniques.

The novel methodology of determining automobile tra-

jectory would use an optimum boundary for both the

vehicles presented in [25]. Footage taken from a mounted

camera at such a junction is being used to recover auto-

mobile trajectories, which would be built on a convolu-

tional neural network (CNN). Firstly, the YOLOv2 model

has been used for actual vehicular object recognition. That

represents among the most accurate object identification

methods based on CNN. To compensate for the imperfec-

tion of a YOLOv2 vehicle position, its trajectories were

validated with a vehicle tracking method including a Kal-

man filter and an intersection-over-union (IOU) tracker. An

effort is being made, specifically, to rectify vehicle tra-

jectories by identifying a centre point based on the geo-

metrical properties of the travelling vehicle pertaining to

the basic bounding box. All quantitative and qualitative

assessments show the designed system detects mobile
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vehicular paths better than the conventional approach.

Regardless of the fact that perhaps the centre points of the

bounding boxes acquired using the previous traditional

method seem to be frequently beyond an automobile owing

to spatial deformation of the camera, a suggested

methodology could even minimise spatial inaccuracies as

well as retrieve the ideal bounding box to evaluate vehic-

ular coordinates.

As stated in [26], an examination of the present-state

deep learning methods from both methodologies like Fast

R-CNN, Faster R-CNN, RetinaNet, and YOLOv3 was

conducted as well as a thorough analysis of the benefits but

mostly limits of the methods. In particular, it tested mod-

elling of various bases using various data containing multi-

scale entities to determine which kinds of entities, as

additions to bases, were appropriate for every system.

Comprehensive actual testing was carried out on two image

datasets, specifically the small object data and the filter

data, using PASCAL VOC 2007. Furthermore, comparison

findings but mostly analyses were provided.

According to [27], the aim of the studies would have

been to carry out an analysis of the state-of-the-art in

relation to the efficiency of pre-trained modelling tech-

niques for object recognition in order to compare such

methodologies in terms of effectiveness, accurateness, time

processed, and problems identified. The model referenced

is typically built using the Python programming language,

as well as frameworks dependent on Tensor-Flow,

OpenCV, and open image datasets. These methods are not

just concerned with identification and detection of elements

in images, but primarily with their position inside them.

Creating a bounding box behind them is the appropriate

way. For all of this study, multiple pre-trained systems of

object identification, such as R-CNN, R-FCN, SSD (single-

shot multibox), and YOLO (You Only Look Once), were

compared using various extractors for properties, including

VGG16, ResNet, Inception, and MobileNet. As a conse-

quence, it is not advisable to conduct immediate and

analogous analyses of the various architectural designs or

even modelling techniques, since every other issue seems

to have a unique solution to each challenge. The objectives

of this article would be to create an estimated concept of an

experiment which has been conducted and also to envision

a reference point in its use that is intended to be provided.

Fruit identification is described as a critical component

of a robotic cultivation device throughout [28]. After all,

irregular environmental circumstances, including branch as

well as leaf and stem deformation, lighting variability,

tomato groupings, shadows, and so forth, have also made

fruit identification extremely difficult. To tackle such

issues, the modified YOLOv3 model, known as the YOLO-

Tomato framework, has been used to identify tomatoes

throughout complicated climate change factors. The

densely architectural design virtues, hierarchical feature

consolidation, as well as Mish function stimulation were

applied to the modified YOLOv3 framework, or even the

YOLO-Tomato designs: YOLO-Tomato-A at an average

precision of 98.3% with a classification accuracy of 48 ms,

YOLO-Tomato-B at an average precision of 99.3% with an

identification time of 44 ms, and YOLO-Tomato-C out-

performed other cutting-edge technologies with an AP of

99.5% with an average precision of 52 ms.

The research [29] examines three important image

processing techniques: single-shot detection (SSD), faster

region-based convolutional neural networks (Faster

R-CNN), and You Only Look Once (YOLO) to determine

which would be the quickest and perhaps most efficient.

Using Microsoft COCO (Common Object in Context)

datasets, the comparison assessment measures the effi-

ciency of these three methods and then analyses their

strengths and limits depending upon metrics like correct-

ness, precision, and F1-score. As per the findings of the

investigation, the usefulness of all the techniques to the

other two has been governed in large part by the use sce-

narios for which they were implemented. YOLO-v3 sur-

passes SSD and Faster R-CNN in a similar evaluation

setting, giving it the strongest of the three technologies.

The identification of tomato abnormalities in the com-

plex natural ecosystem constitutes a significant scientific

topic throughout the development of plant science,

according to [30]. With its tiny size and complex backdrop,

automated detection of tomato abnormalities remains a

difficult challenge. To address the challenge of tomato

outlier recognition in such a complicated natural environ-

ment, a new YOLO-Dense approach predicated on a one-

stage deep detection YOLO architecture is presented. The

suggested model’s network inference time could be sig-

nificantly enhanced by simply incorporating the densely

connected modules into the network infrastructure. Using

the K-means method for clustering the anchoring boxes,

nine alternative dimensions of anchor boxes containing

probable items to be recognised were generated. A multi-

scale training strategy has been used to increase its iden-

tification accuracy for objects at multiple scales. The

experiment findings showed that perhaps the average pre-

cision and recognition duration of a simple picture of a

YOLO-Dense system are 96.41% and 20.28 ms, respect-

fully. When contrasted to SSD, Faster R-CNN, and the

classic YOLOv3 networks, the YOLO model performed

best in tomato outlier detection in complicated natural

surroundings.

The purpose of this [31] study would be to describe and

localise healthcare facial mask artefacts in actual pho-

tographs. Using a healthcare facial mask in public places

provides protection from the spread of COVID-19. The

developed framework is comprised of two parts. The first
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element is intended for extracting features using the

ResNet-50 deep transfer learning system. The second ele-

ment, depending on YOLO v2, is intended for identifica-

tion of healthcare face masks. Two datasets of medical face

masks have been integrated into a single dataset for this

study. As per the findings, an Adam optimizer earned a

high average correctness percentage of 81% as just a

detection. Furthermore, at the conclusion of the research, a

comparison outcome using based tasks was provided. The

suggested detectors outperformed existing relevant studies

in terms of accuracy and precision.

Yuan [32] discussed the utilisation of information edge

for identifying textual blocks from greyscale images. Its

primary goal is to detect text in noisy images and distin-

guish it from graphical images. In this case, an algorithm

was created to extract features from various objects and

then classify those feature points to identify textual regions.

Directionally placed text blocks can be easily obtained by

using methods such as line of approximation and layout

categorisation. In the final step, a feature-based connected

component is merged with similar textual areas that exist

inside the bounding rectangles. The methods anticipated

here yield promising results, demonstrating the method’s

effectiveness.

In [33], a binarisation technique for colour images is

discussed, and it is discovered that the traditional method,

which is based on thresholding, does not produce better

results for images that contain both foreground and back-

ground colours. To begin, features of the image under

consideration are obtained based on luminance distribution.

Binarisation [34] was then performed using a decision-tree-

based method that chose different features of colour images

to binarize images. If it is discovered that the colours in a

colour image are intense within a defined colour range

during the feature extraction process [35], an effective

saturation is put into the image. In addition, if the image

colours in the foreground are more dominant, luminance is

one of the most important parameters to consider. Finally,

luminance was supposed to apply when the colouring of

the image’s background appears to be strenuous within a

specified boundary, and saturation was supposed to apply

when the number of pixels to limited luminosity would be

less than 60. However, both luminance and saturation are

enforced. The analysis reported in this article includes 519

colour images in total. The majority of those are itemised

receipts as well as name-card images. The suggested

binarisation method outperforms others in terms of shape

as well as connected component in this study.

As said by [36], detecting text in images, frames, or

videos is thought to be an important step in retrieving any

multimedia information. The author proposed an improved

algorithm for detecting, localising, and retrieving side to

side oriented textual data in image frames with degraded

backgrounds in this paper. The proposed method is based

on colour reduction techniques, an edge detection-based

method, and text region localisation [37] using a projection

profile, which evaluates geometric attributes of colour

images. This same algorithm generates a series of text-

boxes with a very simple background that are prepared to

be fed into an OCR engine for consequent character

recognition. Promising research findings for a set of image

frames and videos illustrate the approach’s effectiveness.

As stated in [38], a texture-based method was used to

detect textual data in the image frame. Support vector

machines are utilised to evaluate the textual characteristics

of texts. Rather than using a different method to retrieve

textual data features, the SVM [39]-based classifier is given

the intensities of the raw pixels that comprise the textual

pattern. Another method involves using a continuously

adaptive mean shift algorithm to analyse textual data and

identify textual areas. CAMSHIFT, a combination of

SVMs, improved text detection results.

According to [40], it provides information about textual

information available in images and video frames for

annotation, indexing, and image construction. Identifica-

tion, localisation, tracking, fetching, enhancement, and

recognition of text data from an image are all processes

involved in retrieving such information from an image.

Variations in textual data due to various parameters, on the

other hand, may cause problems in automatic text extrac-

tion. Based on [41], a two-phase noise removing

scheme based on a two-phase noise removing technique

from images such as salt and pepper is presented. In the

first phase, an adaptive median filter is used to identify

picture elements that are most probably influenced by

noise. In the second phase, the image is revamped again

using a regularisation function that is applied to the

selected noisy images. Edge perpetuation and noise

reduction, as well as their regained image frames, provide a

considerable improvement over the nonlinear filter.

Peng-Lang Shui [42] proposed that using local Wiener

filtering in conjunction with the wavelet domain is an

effective image noise removal method for non-severely

degraded images. In this paper, the author proposes a

doubly local wiener filtering algorithm-based method,

which uses an elliptic directional window for various sub-

bands to perform the calculation on the variances of signal

for noisy wavelet coefficients, and the two other procedures

of local wiener filtering are accomplished on the noisy

containing images. The outcomes obtained after the

experiment showed that the algorithm proposed in this

work may improve the denoising performance.

As per [43], a novel adaptive method for binarisation

and improvement of tarnished images is presented. The

approach described does not show any user-changeable

requirements parameters and can easily handle image
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distortion, which is commonly caused by shadows, uneven

illumination, low contrast, extremely signal-dependent

noise, smearing, and strain.

According to [44], a morphological component analysis

procedure is based on sparse expression of signals. The

morphological component analysis is built on the hypoth-

esis that each signal’s elemental behaviour must be seg-

regated and that there is a dictionary for doing so using

sparse representation. Following that, the pursuit algorithm

for sparse representation can be used to obtain the desired

separation. The paper also includes several image content

application results as well as some theoretical results that

explain the separation process.

Starck et al. [45] presented a novel method that is

focused on the addition of the basis pursuit denoising

(BPDN) algorithm along with total-variation regularisation

methodology used for the separation of texture features and

cartoon parts from the image. The author suggests using

two dictionaries for the representation of textures and

natural scene parts, respectively. Both dictionaries prompt

sparse representations of images over single images. The

main use of the basis pursuit denoising gives a method for

desired separation as well as noise removal. The separation

process is directed using a TV regularisation scheme. It is

also used for removing ringing artefacts. A highly

improved numerical scheme describes a method for pro-

viding the solution to a combined optimisation problem

and several investigational outcomes that validated the

fulfilment of the proposed algorithm.

Vese et al. [46] proposed the modelling of textured

images using function and partial differential equation

minimisation. In this work, the image is decomposed into a

summation of two procedures represented by u ? v, where

u represents a bounded variation procedure, while v is a

procedure denoting the texture or noise. The algorithm

proposed uses a differential equation and is simple to solve.

It also explained that the method can be used for texture

discrimination of textures and texture segmentation.

Guo et al. [47] gives a theory of Marr’s primal sketch

that integrates three components: a texture model, a gen-

erative model along with image primitives, and a Gestalt

field. It also describes the meaning of ‘‘stretchability,’’

which helps to divide images into texture and geometry,

after studying and examining two different types of mod-

els, i.e., the detailed Markov random field model and the

generative wavelet/sparse coding model.

Problem Statement and Motivation

As an active field of research, a large scientific community

has concentrated on pattern recognition and computer

vision, detection of textual data, and recognition of textual

data. Text detection and recognition may be considered an

active research area due to the recent development of

various portable devices and smartphone-based applica-

tions. Nowadays, text detection is a difficult and compli-

cated task since there is a clear distinction between

segregating textual and non-textual regions, as well as

segregating every character technique [48] from the frame

of reference. This makes the textual data fetching process

much more difficult to streamline. Furthermore, the inten-

sity of illumination is the most important part of what

makes textual data detection and recognition in natural

scene images complicated.

The brightness of photographs is also affected by

available darkness and different lighting in the environ-

ment, but the intricate backgrounds of photographs are

typically obtained from outdoor images, making the text

extraction process more difficult to automate. As a result,

proper text detection filtering techniques are required [19].

They usually extract sub-images from the primary image

and categorise them as textual or non-textual. They do the

same thing with sliding-windows of various sizes. An

efficient classifier that identifies the textual and non-textual

parts of natural scene images [49] with less error classifi-

cation is required to eliminate this repetitive process. The

textual part that has been classified is then given to a deep

neural network for character recognition. A deep neural

network requires optimal parameter (weight) selection,

which is accomplished using an optimisation algorithm.

Proposed Methodology

The intended approach has been described in this part. The

intended methodology is split among three key elements,

particularly outlined in Fig. 1. A first section separates

distortions mostly from the input image by inserting an

edge-aware weighted filtering mechanism into the guided

image filter (GIF) utilised for smoothness as well as mist

elimination, increasing the overall clarity of the source

image. The marker-based watershed technique is being

used to preserve visual variability, minimise distortion, and

improve segmentation of inside images. The Marker

watershed segmentation technique initially used bilateral

filtration for image analysis, which would be better for

reducing the slight effect of distortion mostly in post-pro-

cessing, but instead uses distance transform as well as

shape rebuilding techniques for image recognition, result-

ing in the upcoming segmentation outcomes with extra

high-accuracy capacity. The watershed transformation

relies on markers to efficiently retrieve a much more pre-

cise shape of an area within a textual image. Following

that, textual feature vectors are retrieved directly from text

images using Gabor filtering that has been developed,
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particularly using statistical data about character structure.

To improve efficiency on reduced images, all outcomes

from Gabor filtering are subjected to an adaptable sigmoid

function. The stroke width transformation is applied for

segmentation of picture characteristics. Whenever an edge

pixel becomes located in this stroke width transform, a

perfect line is searched for in the direction of the edge

gradient orientation of that pixel that locates another edge

picture element with the reverse edge gradient orientation.

If this pixel were discovered, every pixel here between two

would be given a stroke width equal to the Euclidean

distance between any two pixels. This procedure is typi-

cally performed on all pixels in order to obtain a mapping

of the stroke widths among all picture elements. Text

characters get the greatest constant size in the picture

characteristics following the stroke width transform.

The collected characteristics were then input into a

weighted naı̈ve Bayes classifier to differentiate between

textual and non-textual images. To further reduce errors, an

emperor penguin optimum methodology is adopted in

conjunction with such a weighted naı̈ve classification

algorithm. The characters within the words have been

separated and then fed into a deep neural network with a

particle swarm optimisation technique to identify letters in

textual images. When a character is identified, a text-to-

speech transformation mechanism is triggered, and audio

can be acquired as an outcome by combining audio mes-

sages that are kept in a repository to turn a certain arbitrary

or selected voice into text.

The term ‘‘speech synthesis’’ means the process of

converting text to speech. Every letter is assigned a pho-

netic transcript throughout this procedure. Aggregation and

linearisation of texts is a normalisation method for con-

verting textual letters into phonetic forms. The text nor-

malisation procedure converts upper-case and lower-case

letters as well as eliminates punctuation. This is most

effective when comparing letters that convey the very same

concept. Standardisation includes the processes of acronym

translation, textual data segmentation, numerical conver-

sion, and abbreviation transformation, after which the

content is linearised.

Afterwards, prosodic modelling and intonation prosody

were carried out. Timing of voice, tone and tempo of voice,

and pauses within words are all examples of prosodic

modelling and assessment. Intonation of voice refers to the

variety in tone that occurs whenever a word or sentence is

spoken. Phonetic analysis p hone seems to be the tiniest

component of sound and a grouping of numerous phones

into phonemes. Lastly, acoustical analysis is carried out,

wherein phonemes and prosody are both employed to

generate a speech waveform for every phrase and word.

Table 1 shows the methodology that is used to recover

textual data from textual images and afterwards transform

the extracted textual data into corresponding speech.

Results and Discussion

The presented work has been designed and tested

throughout the personal computer environment on a pro-

cessor with an Intel (R) Core (TM) i7-8565U CPU @

1.80 GHz, RAM of 8.00 GB (7.88 GB usable), 64-bit

operating system, 9 64-based processor, and an operating

system with Windows 10 Pro 64-bit with dimension = 15,

Fig. 1 Workflow of suggested text extraction process
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population-size = 3, iteration 1 = 100, iteration 2 = 100,

and epoch number = 5. A 300-image set of data has been

used to evaluate the suggested technique. A collection of

distinct letters in appropriate font sizes has been used to

train a deep neural network. The IIIT5K sample dataset

was chosen as one of the standard datasets for imple-

menting the suggested methodology. This has been the

most difficult and important data, which has been further

utilised by a wide range of studies. These photographs

throughout this collection vary considerably in terms of

distortions, the presence as well as design of blur, colour,

noise, typography, and luminance. The dataset includes

6000 text images, including complex scenes with born-

digital images with textual images. 1,000 of these 6000

images were chosen during learning, while 2000 images

were chosen during testing. The suggested approach has

proven to be far more efficient than other conventional

techniques. Figure 2 depicts a textual image that is used in

this suggested work. Figures 3, 4, and 5 show the images

that have been acquired following the pre-processing of

textual images, filtering of images, and segmentation of

textual images. Figure 6 depicts characters that are

Table 1 Algorithm of proposed methodology for entire text extraction process

Input: Natural scene image with text

Output: Extracted text

Step 1: Incorporate filtration technologies to enhance the smoothness, erase noise, and re-establish the image data

Step 2: If the input image is a colour image, it’ll be transformed to a greyscale

Step 3: The input image is processed utilising gradient image and contrast image techniques

Step 4: An Adaptive contrast map will come into action to improve the contrast of the input image

Step 5: Segment the contrast enhanced image using a marker-based watershed segmentation algorithm

Step 6: Features present in the segmented image are retrieved by using the Gabor’s transform and stroke width transform

Step 7: Based on this extracted feature, the weighted naı̈ve Bayes classifier identified the textual and non-textual parts

Step 8: The error that occurs during the process of classification is minimised by using the Emperor Penguin optimisation algorithm by

providing an optimal solution, and it also prevents the solution from falling into the local optimum

Step 9: The classified textual part is then given to a deep neural network for character recognition [59]

Step 10: Optimal parameter (weight) selection is necessary for deep neural networks, which is achieved by particle swarm optimisation

Step 11: The classification errors that occur during text extraction are minimised by determining the Manhattan distance between the strings

Step 12: Accomplish a Lexicon search; if the Manhattan proximity is zero, the text or string is the same; otherwise, if the proximity is one, the

optimised word is gained

Fig. 2 Input textual image

Fig. 3 Pre-process image

Fig. 4 Image after applying guided image filter
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retrieved from such relevant input images, and Fig. 7

shows the corresponding sound wave of input textual data.

Some of the images that are taken for the implementa-

tion process and their respective output from each stage are

represented in Fig. 8.

The suggested fusion of textual extraction [50] and text-

to-speech conversion technique’s efficacy is measured by

evaluation criteria such as accuracy, recall, precision, and

F1-score. Ansari et al. [51], He et al. [52], Almaz’an [53],

Khlif [11], Zhu, Zhang, R-FCN, FasterR-CNN (Ren et al.

[52]). The outcomes are measured using four parameters:

true positive (TP), true negative (TN), false positive (FP),

and false negative (FN).

• True positives indicate those textual parts that have

been appropriately recognised as textual.

• A false negative determines a textual component which

is wrongly classified as a non-textual part.

• . True negative determines the non-textual part which is

appropriately classified as non-text.

• False positives indicate the non-textual portion of data

which are erroneously detected as textual data.

Accuracy

The most basic and important metric used in evaluating the

effectiveness of classification and recognition is accuracy.

The formula for determining the precision is given in

Eq. (1).

Accuracy ¼ TPþ TN

TPþ TNþ FPþ FN
ð1Þ

Accuracy is perhaps the most fundamental and crucial

metric used to assess the success of categorisation and

identification. Equation (1) gives a formula for determining

accuracy. As shown in Table 2, the proposed strategy

outperforms the existing text retrieval methodology in

terms of accuracy. Ansari [51], He [52], Almaz’an [53],

SSD, and YOLOV3 are examples of well-known tech-

niques. Figure 8 depicts the calculated graphs relying upon

the aforementioned values. The value of accuracy is found

to be significantly better than that of the other existing

techniques.

Figure 7 depicts the results of comparing the accuracy

of this deep neural network-based text retrieval procedure

against existing approaches. The character recovered from

this input image is accurately extracted by a deep neural

network-based classifier. Whenever a misclassification

problem occurs, the Manhattan distance must be included

to correct this classification error. YOLO and SSD, which

also classify artefact identification as just a minor problem

with regression whilst having to take images and learn

likelihoods of a class but also bounding box coordinates,

achieve reduced costs of accuracy and therefore are

Fig. 5 Image after segmentation

Fig. 6 Text withdrawn from this available input image

Fig. 7 Sound waves withdrawn from this available input image
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significantly faster than Ansari et al., He et al., and

Almaz’an et al. (Fig. 9).

Precision

Precision is calculated as the proportion of true positives to

complete detection. Precision can be expressed mathe-

matically (2). As shown in Table 3, the precision effec-

tiveness of the proposed approach is considerably higher

than that of the existing method of text extraction for

small-sized textual images. A few of the known approaches

Fig. 8 Dataset taken for

implementation process and its

respective output from each

stage

Table 2 Computation of accuracy for proposed and prevailing

methods

Methods Accuracy (%)

Proposed approach 97.88

Ansari et al. [51] 95.29

He et al. [52] 93.25

Almaz’an et al.[53] 90.63

SSD [60] 88.87

YOLOV3 [60] 83.46

Fig. 9 Accuracy (%) of

proposed and existing methods
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such as Khlif [54], Zhu [55], Zhang [56], R-FCN [57],

FasterR-CNN [58], YOLOV3, and SSD are the existing

methods. Based on these values, the below graph is plotted

as shown in Fig. 10.

p ¼ TP

TPþ FP
ð2Þ

Recall

The proportion of the reported true positive textual data to

the entire identified true positive text as well as false

negative textual data is determined by recall. The recall

metric-score [45] can be mathematically expressed by

Eq. (3). As shown in Table 4, the proposed method has an

elevated recall value than that of the existing method of

textual data fetching.

Few of the known approaches like Khlif [54], Zhu [55],

Zhang [56], R-FCN [57], FasterR-CNN FasterR-CNN [58],

YOLOV3, and SSD are taken as the existing method.

Based on these values, the below graph is plotted shown in

Fig. 3 [59].

r ¼ TP

TPþ FN
ð3Þ

F1-Score

Among the various performance parameters, the F1-score

is considered an essential one. It functions as a metric for

the proposed method. Precision and recall are both utilised

in the F1-score estimation. The F1-score [46] can be

expressed mathematically by Eq. (4). The F1-score value

of the proposed method is better than the existing method

of text extraction as shown in Table 5.

A few of the known approaches are Khlif [54], Zhu [55],

Zhang [56], R-FCN [57], Liu et al. (2015), [58] and

Table 3 Precision of proposed and prevailing methods

Methods Precision (%)

Proposed approach 93.79

Khlif [54] 91.84

R-FCN [57] 78.85

FasterR-CNN [58] 89.75

Zhu [55] 89.95

Zhang [56] 83

YOLOV3 [60] 82

SSD [60] 78

Fig. 10 Precision (%) of proposed and existing methods

Table 4 Recall of proposed and prevailing methods

Methods Recall (%)

Proposed approach 95.94

Khlif [54] 90.82

Zhu [55] 83.28

Zhang [56] 84

R-FCN [57] 88

FasterR-CNN [58] 76

YOLOV3 [60] 74

SSD [60] 75

14 Page 10 of 14 Augmented Human Research (2021) 6:14

123



FasterR-CNN (Ren et al.). Based on these values, the

below graph is plotted as shown in Figs. 3, 11, and 12.

F1 ¼ 2� p� r

pþ r
ð4Þ

Comparative Analysis

Figure 13 depicts overall precision, recall, and F1-score

efficacy estimates of existent and suggested textual data

retrieval algorithms. The outcomes of the outcome mea-

sures were reported as just a proportion. According to the

existing results, these suggested methodologies surpass

previous known strategies in recovering text information

from arbitrarily complicated distorted images. There seem

to be eight types of textual extraction, comprising sug-

gested methods such as khilf, RFCN, Faster R-CNN, Zhu,

Zhang, YOLOV3, and SSD. Models such as khilf RFCN,

Faster R-CNN, Zhu, Zhang, and others have the best

average accuracy and are comparatively the slowest. The

issue with R-CNN is that it takes a long time to train the

classifier since it needs to properly categorize 2000

Table 5 F1-score of proposed and prevailing methods

Methods F1-score (%)

Proposed approach 95.271

Khlif [54] 91.340

Zhu [55] 86.481

Zhang [56] 83.497

R-FCN [57] 82.203

FasterR-CNN [58] 82.114

SSD [60] 76.470

YOLOV3 [60] 77.794

Fig. 11 Recall (%) of proposed

and existing methods

Fig. 12 F1-score (%) of

proposed and existing methods
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conceptual frameworks with each image, preventing real-

world application. As a result, no learning is required.

This could lead to the formation of inadequate regional

initiatives. However, there seem to be single-stage sug-

gestions, like YOLO and SSD, that classify artefact iden-

tification as just a simple linear regression problem by

having taken images and learning the probability distribu-

tion of a class as well as bounding box coordinates. These

designs accomplish reduced cost of precision, although

they are significantly faster than two-stage object

identification.

Conclusion

This suggested methodology can recognize text on any

document, identify any notice board, identify medication,

locate device robbery, identify past and present individuals,

as well as interpret menu options to support visually

impaired persons. Such individuals could indeed fix several

of their everyday struggles with the assistance of a third

party and integrating different strategies for text detection

and extraction outcomes in such a method that functions

faster and more efficiently using a specific strategy for the

entire system. To retrieve text from exquisitely degraded

images, text identification accompanied by recognition

using efficacious deep learning has been used.

To begin, smoothing, noise removal, and restoration

techniques are applied to the input images, and if the input

image is coloured, it is converted to a greyscale. The input

image is then processed using gradient and contrast image

techniques to regain the image’s quality. Following that,

the input image’s contrast will be improved using an

adaptive contrast map. Stroke width transform, Gabor’s

transform, and weighted naı̈ve Bayes classifier techniques

are also used to segment, extract features, and detect tex-

tual and non-textual components in complex degraded

images.

Finally, a combination of deep neural network and

particle swarm optimisation is being used to recognise

classified text. The dataset IIIT5K is used for the devel-

opment portion, and while high performance is achieved

with parameters such as accuracy, recall, precision, and F1-

score, characters may occasionally deviate. Alternatively,

the same character is frequently extracted multiple times,

which may result in incorrect textual data being extracted

from natural images. A minor modification in the archi-

tecture of used deep neural networks can improve the

detection rate for the case of very small textual image. As a

result, an efficient technique for avoiding such flaws in the

text retrieval process must be implemented in the future.
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