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Commentary article to: ‘ChatGPT fails the test of evidence- 
based medicine’, by W. Haverkamp et al. https://doi.org/10. 
1093/ehjdh/ztad043.

We would like to thank Haverkamp et al.1 for their interesting comment 
on our commentary article titled ‘ChatGPT takes on the European Exam 
in Core Cardiology: an artificial intelligence success story?’.2 While the 
current capabilities of Chat Generative Pre-trained Transformer (GPT) 
do not meet the stringent requirements to deliver unsupervised 
evidence-based medicine recommendations, we believe that this tech-
nology can nevertheless help the physicians to reach evidence-based 
medicine. With further advancements and rigorous evaluation, it has 
the potential to contribute and find a role in clinical practice in the future.

We concur with the authors that the euphoric tone surrounding 
ChatGPT’s performance in passing medical exams should be balanced 
with critical analysis3,4 and would like to emphasize that fully aware 
of important current limitations, our commentary article was published 
with a question mark in its title. We also recently published a viewpoint 
article illustrating the limitations of ChatGPT by showing how small 
changes in the way questions are asked can result in significantly differ-
ent outputs and raised some questions about the legal consequences 
associated with the use of these artificial intelligence (AI) tools.5

While it provided correct answers to 60% of the sampled questions 
of the European Exam in Core Cardiology, the remaining 40% of incor-
rect or indeterminate answers cannot be overlooked.4,6 We fully agree 
that even a small percentage of incorrect answers can pose significant 
risks if the system is relied upon excessively. Moreover, we should 

not forget that crucial and considerably more demanding questions 
including videos (coronary angiography, echocardiography, magnetic 
resonance imaging, etc.) and pictures (electrocardiograms, pacemaker 
tracings, etc.) were excluded.

We share the concern regarding the lack of transparency sur-
rounding ChatGPT’s training data and methods. The absence of ex-
tensive documentation and undisclosed sources limit our ability to 
evaluate the system’s reliability accurately.7 Additionally, the authors 
rightly emphasize that evidence-based medicine necessitates trans-
parent incorporation of medical guidelines, selection of sources, 
and up-to-date information. ChatGPT’s inability to specify the extent 
to which medical guidelines have been incorporated is a valid con-
cern, highlighting the need for transparency and comprehensibility 
in its training process.

However, we certainly do not believe that the role of ChatGPT is 
to replace doctors, but we believe it can assist doctors in their daily 
lives. It is easy to imagine a potential benefit in asking the AI for a dif-
ferential diagnosis of a clinical situation, for example. In this situation, 
the doctors could bring a critical evaluation to the suggested list, 
which may propose ideas they had not thought of. We can also im-
agine that submitting a list of medications to ChatGPT in a particular 
scenario could potentially highlight an interaction that had not been 
seen, or suggest a medication that could be useful.8 The prescriber 
will obviously always have the final say, but the AI can serve as a safety 
net and in this sense likely contribute to delivering better evidence- 
based medicine (Figure 1).9

Figure 1 A question addressed to Chat Generative Pre-trained Transformer, and the answer given by the chatbot.
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The integration of scientific research, clinical studies, expertise, and 
patient values is vital for making informed medical decisions. 
ChatGPT’s inability to provide medical information according to 
evidence-based medicine criteria, as stated by the authors, underscores 
the need for further development and evaluation.10 While large lan-
guage model’s limitations hinder its immediate adoption in evidence- 
based medicine, we believe that future advancements hold promise.

In conclusion, while we align with the concerns raised by the authors 
regarding ChatGPT’s current limitations in evidence-based medicine 
and while we agree that caution, critical evaluation, and transparency 
are essential when considering the integration of AI systems like 
ChatGPT into clinical practice, we also believe that ChatGPT’s per-
formance is impressive especially given the fact this technology is ex-
tremely young. Accordingly, we remain optimistic about the future 
potential of AI in healthcare and believe that with continued research 
and development, specialized systems may eventually bridge the gaps 
and contribute to evidence-based medical decision-making.
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