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Abstract

In recent years, a growing body of literature has explored the effect of hearing impairment on the neural processing of speech,
particularly related to the neural tracking of speech envelopes. However, only limited work has focused on the potential usage
of the method for evaluating the effect of hearing aids designed to amplify and process the auditory input provided to hearing-
impaired listeners. The current study investigates how directional sound processing in hearing-aids, denoted directionality,
affects the neural tracking and encoding of speech in EEG recorded from || older hearing-impaired listeners. Behaviorally,
the task performance improved when directionality was applied, while subjective ratings of listening effort were not affected.
The reconstruction of the to-be-attended speech envelopes improved significantly when applying directionality, as well as
when removing the background noise altogether. When inspecting the modelled response of the neural encoding of speech,
a faster transition was observed between the early bottom-up response and the later top-down attentional-driven responses
when directionality was applied. In summary, hearing-aid directionality affects both the neural speech tracking and neural
encoding of to-be-attended speech. This result shows that hearing-aid signal processing impacts the neural processing of
sounds and that neural speech tracking is indicative of the benefits associated with applying hearing-aid processing algorithms.
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Introduction of to-be-ignored speech, i.e. a reduced ability to ignore irrel-
evant sounds (Dai, Best, & Shinn-Cunningham, 2018;
Petersen et al., 2017). However, more recent studies have
reported enhanced neural speech tracking of to-be-attended
speech for hearing-impaired listeners compared to age-
matched normal-hearing controls (Fuglsang et al., 2020;
Millman et al., 2017). Although Goossens and colleagues
identified similar enhanced neural tracking in hearing-
impaired listeners compared with younger and middle-aged
normal-hearing listeners, no difference was found between
older listeners with normal and impaired hearing (Goossens
etal., 2019). Similarly, Presacco and colleagues found no dif-
ferences in neural speech tracking of older normal-hearing
and hearing-impaired listeners (Presacco et al., 2019).

The ability to selectively attend to speech in the presence of
background noise is crucial to successful communication,
allowing listeners to separate individual speakers from the
background noise and attend to them. About a decade ago,
it was discovered that the neural activity of the listener
reflects the spectro-temporal content of the speech being pre-
sented, and that the speech signal being attended to was better
represented than speech being ignored (Ding & Simon, 2012;
Howard & Poeppel, 2010; Mesgarani & Chang, 2012). For
researchers focusing on the impaired hearing system, these
results offered an interesting opportunity to investigate how
the loss of hearing, and consequent reduced ability to selec-
tively attend to individual speakers (Shinn-Cunningham &
Best, 2008), affects neural speech tracking.

Unfortunately, the growing body of research within this
field does not provide a unified answer to how impaired
hearing affects neural tracking of the speech envelope. Corresponding author:
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These contradicting effects of hearing impairment on
neural speech tracking could arise from the complex inter-
play between the degree of hearing loss being affected by
increased age, age affecting general neural processing and
cognitive abilities (Grady, 2012; Grady et al., 2006), and
age, cognitive abilities, and hearing loss in turn affecting
speech processing (Dubno et al., 1984; Lunner et al.,
2009). Further, the outcomes of the studies investigating
effects of hearing loss on neural speech tracking might be
affected by participant demographics, as well as the experi-
mental design choices. These choices include questions
such as: (1) Was the loss of hearing compensated for by
hearing aids (Petersen et al., 2017), by digitally compensat-
ing the presented sound files (Millman et al., 2017), by
increasing the overall loudness (Dai et al., 2018; Fuglsang
et al., 2020; Goossens et al., 2019), or not at all (Presacco
et al., 2019)? (2) If presenting background noise, was it indi-
vidually adjusted to ensure equal speech intelligibility
between listeners (Fuglsang et al., 2020; Petersen et al.,
2017) or not (Millman et al., 2017; Presacco et al., 2019)?
(3) Were differences observed with the degree of hearing
impairment (correlation analysis; Petersen et al., 2017), or
between age-matched groups with a narrow (Fuglsang
et al., 2020; Millman et al., 2017; Presacco et al., 2019) or
large age-span (Dai et al., 2018; Goossens et al., 2019)?

Although this body of research currently does not provide
a clear indication of what happens to the brain’s ability to
track speech, it does reveal that the ability is not lost
because of impaired hearing. Hence, it is possible to investi-
gate what can be done for people suffering from impaired
hearing to aid them in the listening situations requiring selec-
tive attention to a speaker in the presence of noise.

Modern hearing aids compensate for hearing impairment
by presenting amplified and processed sounds to the wearer.
In situations with multiple speakers, the hearing aids cannot
currently identify which speaker is attended to by the
wearer but can instead estimate the spectral content and
spatial position of potential noise sources in order to attenuate
them. Traditionally, the benefits of hearing-aid processing are
evaluated using standardized speech-in-noise tests, requiring
the participants to repeat sentences or words presented in
noise. The outcome of these tests can be a performance
score of the number of correctly repeated word/sentences,
or a signal-to-noise level (SNR) at which a certain level of
performance is obtained (Taylor, 2003). In either case, the
outcome is a single value, not describing the process of listen-
ing in much detail. To combat this narrow view of evaluating
speech understanding purely on intelligibility, an increasing
number of studies focus on measuring the listening effort per-
ceived by the listener using different biological markers. One
of the most popular measures is that of pupillometry, which
has shown reduced in listening effort, observed by a
reduced pupil dilation, when hearing-aid noise reduction is
applied in listening situations with close to perfect speech
intelligibility (Wendt et al., 2017). More insights can be

gained if considering changes in the neural responses
related to speech processing. The neural effects of hearing-aid
signal processing have been investigated in a few studies: In a
series of papers, Bernarding and colleagues found that apply-
ing hearing-aid noise reduction and directional sound process-
ing, reduced the listening effort quantified by reduced entropy
in the phase of the alpha-band activity (Bernarding et al.,
2012; Bernarding et al., 2014, 2017). Alpha power has been
found to increase with higher auditory processing load, e.g.
by degrading the auditory signal, increasing the memory
load, or altering the task complexity (Straufl et al., 2014).
Alpha power has been observed to decrease when listeners
were provided with narrow directional sound processing,
compared to a more broad directivity pattern (Winneke
et al., 2020). However, in an experiment testing the effect
of hearing-aid noise reduction (directional processing in com-
bination with frequency-specific noise reduction), no effect of
its application was observed on the alpha power during listen-
ing (Fiedler et al., 2021). While on the same data, the
hearing-aid noise reduction have been found to improve the
neural speech tracking of both to-be-attended and
to-be-ignored speech, while reducing the tracking of the back-
ground noise (Alickovic et al., 2020). In a study investigating
the effect of directional sound processing, a cardioid direc-
tional pattern with a generic head-related impulse response
was digitally applied to stimuli that were linearly amplified
and presented to normal-hearing and hearing-impaired partic-
ipants using insert-earphones (Mirkovic et al., 2019).
Mirkovic and colleagues found that applying directional pro-
cessing caused faster and improved neural encoding of the
to-be-attended speech as measured by the cross-correlation
of the speech envelope with the recorded EEG. However, in
Mirkovic’s study, the simulated spatial experimental setup
did not allow for individual differences in head geometry,
potentially causing altered externalization of the presented
sounds, while the presentation over insert-earphones cannot
mimic the changes in level and timing differences normally
associated with head movements.

The aim of the present study is to investigate the effect of
directional sound processing in a hearing-aid on the neural
speech tracking recorded in older hearing-impaired listeners
in a truly spatial experimental setup. In the experiment,
amplification and directional sound processing was provided
by wearable hearing aids.

Hearing aids are able to perform directional sound pro-
cessing, hereby denoted directionality, whereby it is possible
to suppress sounds from different spatial positions. As each
hearing aid is equipped with two microphones, the input of
these can be combined with different delays resulting in dif-
ferential sensitivity to sounds from different locations,
usually with the purpose of improving the SNR of sounds
originating from the frontal plane. In some studies, the stron-
gest possible attenuation profile, e.g. cardioid directivity
pattern, is applied to provide the best possible attenuation
of the background noise and thus improved the experimental
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contrasts. However, in practice, hearing aids often apply a
conservative adaptive procedure whereby the directionality
automatically adjusts to attenuate sounds from the directions
estimated to be noise sources, while at the same time avoid
attenuating sounds from any other directions to allow for
better speech intelligibility and general scene awareness.
Practically, this means that the most aggressive attenuation
pattern of noises coming from the back (cardioid with a
single null at 180 degrees) is only obtained in situations
with a high degree of noise originating from diffuse spatial
locations. To avoid artificially maximizing the experimental
effect of the applied directionality, the current study applies
the directional pattern which the hearing aids would naturally
adapt to in the experimental setup.

By applying the backward approach to the Temporal
Response Function (TRF) method to the recorded EEG, it
is possible to reconstruct the envelope of the to-be-attended
speech (Crosse et al., 2016). In the current study a single
backwards model is constructed based on speech presented
in quiet, which is applied to the EEG recorded from condi-
tions with and without the presence of background noise to
reconstruct the speech envelope. Through cross-correlation
between the envelope reconstructed by the backward model
and the actual speech envelope, it is quantified how similar
the neural speech tracking is in quiet and in the presence of
background noise. In a similar manner, the same model-
reconstructed envelope is correlated with the envelope of
the background noise in order to investigate to what degree
the background noise is tracked in the same way as speech
in quiet. It is hypothesized that hearing-aid directionality
(1) improves the resemblance between speech in quiet and
speech presented in noise, (2) while the similarly between
the background noise and reconstructed speech will be
reduced. The forward implementation of the TRF method,
will be used to model the neural response to the ongoing
speech, hereby denoted the neural encoding. It is hypothe-
sized that applying directionality will cause a faster neural
encoding response with larger magnitudes, similar to find-
ings reported by Mirkovic et al. (2019). It is further expected
that when listening to speech in quiet, the neural encoding
response will be faster and have a larger magnitude than
the encoding response resulting from listening in noise
when directionality is applied.

Methods

Participants

The aim was to include 15 participants in the study, inspired
by Mirkovic et al. (2019), but due to COVID-19 restrictions,
only 13 participants were tested before lock-down, from
which 11 EEG datasets were recorded. All 13 of the older
hearing-impaired participants, 5 females, were native
Danish speakers. The participants had a mean age of 63.0
years (sd=35.5) ranging from 56 to 71 years. They all

suffered from mild-to-moderate sensorineural hearing loss,
see Figure 1B, with no more than 15 dB HL difference
between the ears. The average pure-tone average (PTAg,
across 0.5, 1k, 2k, 4k and 8 kHz) between ears were
54.8 dB HL (sd=12.7) and ranged from 29.0-72.0 dB HL.
The average PTAgy across ears was not significantly corre-
lated with age (r=-0.11, p=0.71). All participants had
been wearing hearing aids for more than a year (experienced
users).

All participants gave their informed consent and were not
given financial compensation for their participation. The
study was approved by the by the regional ethical committee
of the Capital Region of Copenhagen, Denmark (H-20068621).

Hearing-Aid Processing

All participants were fitted with MOMENT behind-the-ear
hearing aids (Widex A/S, Denmark) with individual amplifi-
cation according to their hearing-threshold levels. To avoid
direct-sound inputs, closed fittings were used, with the close-
ness verified by negligible leakage of sounds presented from
the hearing-aid receivers. Finally, the participants audiogram
was individually adjusted by measuring in-situ hearing
thresholds at frequencies 0.5, 1, 2, and 4 kHz, with no
further fine-tuning made.

Two programs were added to the hearing aids, both with
sound-classification and noise-reduction algorithms disabled.
One program incorporated stationary omni-directional amplifi-
cation, while the other program applied a fixed directional
pattern of the two monaural directional systems (one for
each hearing aid). To avoid adaptation of the directional
program during the EEG trials, a directional pattern was
logged from the hearing aids after adaptation and implemented
in a program with fixed, but realistic, directionality. The
applied directional pattern was logged from hearing aids on
a KEMAR mannequin (Knowles’ Electronics Manikin for
Acoustic Research, GRAS acoustics, Denmark) placed in
the position of the participant and set to the standard adaptive
directional program. The stimuli used in the EEG experiment
was presented for 45 s, allowing for adaptation of the direc-
tionality, before the parameters for the directional pattern
were logged from the hearing aids. The final realistic fixed
directional pattern applied in the EEG experiment was deter-
mined by averaging the parameters across 15 of such measure-
ments. The applied directional pattern, see Figure 1A, shows
around 5 dB attenuation across frequencies for the background
noise presented from the three loudspeakers from the back,
while sounds from the front and sides are left unattenuated.

Sound Material

The to-be-attended stimuli of the experimental task were
clips from a Danish version of ‘Robinson Crusoe’ by
Daniel Dafoe narrated by a male speaker. This was chosen
because of the monotone reading style (few changes in the
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Figure |. Hearing-aid directionality and participants audiograms. A: Directional pattern of the hearing aids. The lines indicate the
attenuation, in dB, of different frequencies of sound from different azimuth directions. Azimuth angles highlighted in red indicate the position
of the background noise in the EEG experiment, the angle in blue indicates the position of the target speech. Note that the attenuations
depicted for the negative azimuth angles were recorded from the hearing aid positioned at the left ear of the KEMAR, while those at the
positive azimuth angles were recorded from the right hearing aid. B: Mean hearing-threshold levels across ears and participants (bold black
line) and the standard deviation (shaded grey area). Individual audiograms across ears are shown in thin grey lines.

speech level) and the good sound quality. Using the open-
source software Audacity (https:/www.audacityteam.org),
the audiobook was pre-processed by truncating silent
periods, with amplitudes below —35dB, longer than
250 ms down to 180 ms and saved in shorter clips of
minimum 64 s at a sampling frequency of 44100 Hz. Since
the original narration contained potentially offensive word-
ings, some clips were edited to not including these terms.

The background noise was a canteen scenario recorded
using a single microphone from a lunchbreak at Danish head-
quarter of WS Audiology A/S. To avoid phase-aliasing, the
recording was cut to start at different times when presented
from the three loudspeakers behind the participants, see
Figure 1A. The spectrum of the canteen noise was not
matched to that of the target speaker.

Individual SNR Adjustment

As both hearing loss and working memory capacity affect the
ability to understand speech in the presence of background
noise (Lunner et al., 2009), the speech was presented at indi-
vidualized SNRs to avoid large variations in speech intelligi-
bility across participants. The background noise levels were
presented at a fixed level of 68 dB-A SPL (sound level
meter, type 2250, Briiel & Kjaer, Denmark), while the
level of the to-be-attended speech was varied to obtain a
speech understanding of 50% (Speech-Reception Threshold
of 50% / SRT50) for the individual.

Prior to the experimental task, each participant listened to
and repeated 20 sentences from the Danish version of the
Hearing-In-Noise Test (HINT; Nielsen & Dau, 2011). The
spatial setup of the HINT test was identical to that used in
the experimental task, see Figure 1A, but with the sentences

spoken by a different male speaker. The participants were
instructed to repeat the sentences to the best of their ability,
and the correctness of the sentences were scored by the test
leader. The level of the speaker was adjusted in a step-wise
approach to obtain the SRTS50 (Levitt, 1970). During the
HINT test, participants were wearing the experimental
hearing aids put in the omni-directional program.

Experimental Task

The participants were seated in the middle of a semi-
reverberant 3 by 4-meter sound-proof booth and were
instructed to always focus on the voice of the male speaker
presented from a loudspeaker 1.5 meter in front of them
(0° azimuth, marked with blue in Figure 1A). The narration
was disturbed by canteen noise presented at 68 dB-A SPL
from three loudspeakers behind the participant (+135° and
180° azimuth, marked with red in Figure 1A). In order to
examine the neural effect of directional hearing-aid process-
ing, the scenario was tested with the hearing aids in the omni-
directional program and in the directional program. These
two conditions are denoted OMNI and DIR, respectively.

In all trials, the male speaker was presented in quiet for 2
to 3 s (time intervals randomly jittered) before the back-
ground noise was turned on and presented together with
the speech signal for 60 s. The 2 to 3 s baseline period was
not included in the analysis of the EEG. Data were also
obtained from an additional experimental condition where
no background noise was presented, denoted CLEAR. In
the CLEAR condition, the target speech continued in
silence after the initial baseline period.

Immediately following the 60 s stimulation period, all
sounds were turned off and the touchscreen in front of the
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participants displayed a three-alternative forced-choice ques-
tion related to the content of the clip just presented. The ques-
tion related to either the first or last 30 s of the narration
which was chosen at random throughout the experiment.
After the participant answered, a red cross appeared on the
screen for 2.5 to 4.5 s (time interval randomly jittered) to
indicate that a new trial was about to begin. At the onset of
the target speech, the cross turned black and remained on
the screen during the sound presentation. Following every
fifth trial, the participants were prompted to take a pause of
self-administered length.

Twenty trials were presented for each of the OMNI and DIR
conditions, while the CLEAR condition was presented 15
times. The conditions were presented in a pseudo-randomized
order, ensuring that each condition was presented at least once
in each of the 9 five-trial blocks. Prior to the presentation of
these 45 trials, three training trials were presented in the
order CLEAR, OMNI, and DIR. The training trials were not
included into the final analysis.

The audiobook clips were presented in a pseudo-randomized
order. Following initial pilot experiments (data not included
here) with complete randomization of the clips, participants
commented that it was difficult to stay engaged when they
were not able to follow the flow of the story. Therefore, the
clips were randomized within each block, such that clips 1-3
were presented randomly in the training, clips 4-8 were pre-
sented randomly in the first block, and so on.

In order to obtain a subjective measure of listening effort,
the participants were prompted with the question “How
effortful was it for you to follow the story presented from
the loudspeaker in front of you?” (translated from Danish).
The participants were to indicate their response on a
100-point scale from 1, marked “not effortful”, to 10,
marked “extremely effortful”. For time considerations, par-
ticipants were only asked for this evaluation five times for
each of the three condition. The subjective evaluations
were performed in a pseudo-randomized fashion such that
each block contained at least one, but no more than two, sub-
jective ratings.

EEG Recording and Preprocessing

During the experimental task, neural activity was recorded
using the g.tec USBamp (g.tec, Austria). After the HINT
test, the cap and corresponding 16 passive electrodes were
mounted at standard 10-20 positions equally distributed
across the scalp (FP1, FP2, F3, Fz, F4, C3, Cz, C4, T8, T7,
P3, Pz, P4, POI1, PO2, and Oz) with a ground electrode at
the forehead. Linked mastoids were used as the reference
electrode, and the EEG was sampled at 512 Hz. The imped-
ance of all electrodes was kept under 50 kOhm. The EEG
was recorded using the g.Recorder software and was
co-registered with trigger signals indicating the onset of the
to-be-attended speech, the onset of the background noise,
and the offset of all sounds.

Due to an incompatibility between g.Recorder software
and Windows 10, two datasets were lost, resulting in a
total of 11 EEG datasets. Furthermore, this incompatibility
caused missing/unregistered triggers, resulting in only 3 of
the 11 acquired datasets containing all trials. For the three
conditions, an average of 19.0, 19.2, and 14.7 trials were reg-
istered for the OMNI, DIR, and CLEAR, respectively. Three
independent equivalence tests were conducted using two
one-sided t-tests (Schuirmann, 1987), the tests confirmed
that the percentage of missing trials did not differ more
than 10% (equivalence interval with lower bound —10%
and upper bound +10%) between any two conditions (all
p’s < 0.05). From the co-registration of the triggers by the
stimulus-presentation software (Matlab R2018b), it was pos-
sible to confirm that the triggers in the EEG recordings were
correctly timed.

All EEG data were analyzed using customized Matlab
scripts (R2018b, MA, USA) and the Fieldtrip toolbox
(Oostenveld et al., 2011). Trials were extracted from —10
to 70 s relative to the onset of the background noise. All
trials were then bandpass filtered between 1 and 45 Hz (3™
order Butterworth) and further notch-filtered between 47
and 53 Hz (4™ order Butterworth) to fully suppress the
power-line noise. The filters were applied using the Matlab
function filtfilt, resulting in zero phase distortion. After filter-
ing, the trials cut between —4.5 and 64 s relative to the onset
of background noise. All data were visually inspected in
order to identify bad channels suitable for interpolation,
however none were identified.

An Independent Component Analysis (ICA) analysis was
applied for artefact removal. Components related to eye
blinks and movements were identified subjectively based
on inspection of the time course and topographic distribution
and rejected. On average 2.2 of the 15 components of each
recording were removed (13.6% of the components, range:
1 to 4 components removed).

Calculating Neural Speech Tracking

The speech envelopes were extracted from the presented
audiobook clips by computing the absolute value of the
Hilbert transform and low-pass filtering this at 25 Hz (5™
order Butterworth, Matlab filtfilt function) after which the
signal was down-sampled to 64 Hz using the Matlab function
resample applying an anti-aliasing FIR lowpass-filter. A
similar approach was taken to extract the envelope of the
overall background noise, in order to evaluate the reconstruc-
tion accuracy of the to-be-ignored part of the auditory scene.
The EEG was similarly low-pass filtered at 25 Hz and down-
sampled to 64 Hz.

It is important to note that the backward modeling
approach was implemented by training one subject-specific
model on data only from the CLEAR condition. The trained
model was then applied to reconstruct the speech envelopes
from the OMNI and DIR conditions by providing the model
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with EEG from these conditions. The approach of training the
model on data from the CLEAR model was taken to provide a
common point-of-reference for interpreting the speech recon-
struction accuracy, as individualized SNR values were used
during the experiment and condition-specific models poten-
tially account for differences between the conditions.
Hence, the resulting reconstruction accuracies indicates how
similar the reconstruction of the speech presented in the
OMNI and DIR condition is to the reconstruction of speech
presented in quiet (CLEAR). The reconstruction accuracies
of the background noise, obtained by correlating the recon-
structed speech envelope with the envelope of the background
noise, should also be interpreted as how much the reconstruc-
tion of the background noise resembles the encoding of
speech in the CLEAR condition. The underlying hypothesis
behind this approach to investigate the neural tracking of
the background noise is that if the background noise is not
fully suppressed during the auditory processing, it will be
neural tracked similarly to speech. All computations were
done using the mTRF toolbox (version 2.0, Crosse et al.,
2016).

To avoid overfitting the backward TRF model generated for
each participant trained on the data of the CLEAR condition, a
nested leave-one-out cross-validation was implemented
(Varma & Simon, 2006). The approach optimizes the individ-
ual ridge-regression parameters, A, in an inner loop, while eval-
uating the final model on test data in an outer loop, as depicted
in Supplemental Figure S1 of the Supplement. A single test-
trial is held in the outer loop, while the remaining N-1 trials
are passed into the inner loop. In the inner loop another
single trial is held back while £ backwards TRF models are
trained on the remaining N-2 trials using different values of
the ridge-regression parameter, A= 10", with k= {-6, —4,
-2, 0, 2, 4, 6}. The performance of the resulting k models,
were then evaluated against the single held-back trial of the
inner loop in order to determine the individually optimal A
based on the highest Pearson’s correlation between the recon-
structed and the true speech envelope, denoted the reconstruc-
tion accuracy. A final model was then trained on the N-1 trials
using the chosen A and applied to the single test trial of the
outer loop to obtain the reconstruction accuracy of that trial.
This approach was then repeated for all N trials of the
CLEAR condition. As a control measure, the reconstructed
speech envelopes from the CLEAR condition were correlated
with a randomly chosen speech envelope, not presented in
the trial that the model-input EEG originated from. This
control condition will be denoted as the random condition.
Note that the number of trials in the CLEAR differed
between individuals (12 to 15 trials, mean 14.7 trials) due to
incorrect triggering of the EEG recording (see EEG
Recording and Preprocessing). All model was specified to
include EEG within the time-lags from —100 to 700 ms relative
to the onset of the speech.

To generate a reconstructed envelope for each trial of the
OMNI and DIR conditions, a single final CLEAR model was

obtained for each participant by averaging across all models
of the outer loops and applied to the EEG of the OMNI and
DIR conditions. For each trial, the reconstructed envelope
was also correlated with the actual presented speech envelope
as well as the envelope of the background noise. In the anal-
ysis of the background noise, the accuracies arising from the
CLEAR condition will act as a control measure, as no back-
ground noise was presented in this condition. The resulting
correlation values from the OMNI and DIR conditions
express how similar the neural tracking of the background
noise is to the tracking of speech in the absence of back-
ground noise (CLEAR).

The neural encoding of the speech was investigated
through the modelled neural response, obtained by training
forward TRF models for each of the three experimental con-
ditions within the time-lag —100 to 700 ms. For each condi-
tion and participant, the ridge-regression parameter A was
chosen from the subset, A, = 10X with k= {-6, -4, -2,0,2,
4, 6}, in an outer- and inner-loop implementation as
described above. The corresponding model resulting in the
highest Pearson’s correlation between reconstructed and
recorded EEG was applied to generate the modelled neural
encoding response. Again, a control response was generated
by training a model with EEG from the CLEAR condition
and randomly chosen speech envelopes.

Statistical Analysis

Statistical differences in behavioral (performance and
listening-effort ratings) and neural (speech reconstructions
accuracy) measures averaged across trials for each participant
were investigated using linear mixed-effects regression
(LMER) models implemented in the /me4 package for R
(Bates et al., 2015). All models included fixed effects of con-
dition and PTAgy, the interaction between them and the
random effect of participants. The degree of hearing loss
was included in the analysis to account for potential effects
thereof, see Introduction for further elaboration. The residu-
als of all the LMER models did not significantly deviate from
a normal distribution, confirmed by non-significant
Shapiro-Wilk tests. All post hoc analysis of statistically sig-
nificant effects were performed using the Im_means package
(Kuznetsova et al., 2017).The guidelines proposed by
Althouse (2016) will be followed by specifying the effect
size (regression coefficient), confidence interval, and p-value
for all reported effects (Althouse, 2016).

Comparing the time-varying neural encoding responses
(forward TRF modelled neural responses) between conditions
requires adequately control for the multiple comparisons made
across time-lags and electrodes. For this purpose, a two-level
cluster-based approach implemented in the Fieldtrip toolbox
was applied (Maris & Oostenveld, 2007). In short, this
approach first identifies time-channel combinations showing
condition effects for each participant and on the second
level, it tests whether the identified combinations are different
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from zero across participants. On the first (participant-)level,
the time-channel neural encoding response of the three condi-
tions were compared using an independent-samples regression
analysis by assigning each condition a linearly spaced weight
of —1, 0, or+1 for OMNI, DIR and CLEAR, respectively.
These zero-centered weights specify that a similar change
(positive or negative) is expected between OMNI and DIR
and between DIR and CLEAR. The resulting t-values were
transformed into z-scores. On the second (group-)level, the
individual z-scores were tested against zero using a two-sided
dependent t-test. From the corresponding p-values, clusters
were formed based on adjacent time and channels. A
minimum of three adjacent channels had to show a significant
response with p < 0.01 to form a cluster and the corresponding
test statistics were summed across the t-values within the
cluster. For the final determination of statistical significance,
the t-value of each cluster was compared to a distribution of
t-values generated by producing 5000 permutations of ran-
domly assigning the condition labels (zero or z-score) and cal-
culating the corresponding t-value (for details, see Maris &
Oostenveld, 2007).

Results

Task Performance and Subjective Listening Effort

The HINT test conducted prior to the EEG experiment with
participants being aided (OMNI) resulted in SRT50-value
ranging from —2.7 to 9.3 dB SNR (mean=3.2, sd=4.0 dB
SNR). A Pearson’s correlation showed that listeners with
worse hearing (PTAg,) required significantly higher SNR
values to understand 50% of the sentences [r=0.8, CI:
0.42-0.93, p < 0.01].

Applying the individualized SRT50-values from the
HINT test in the EEG experiment, resulted in the percentage
of correctly answered three-alternative forced-choice ques-
tions being significantly higher than the chance level of
33.3% [Figure 2A, t33=24.2, CI: 0.45-0.53 p < 0.01]. A
linear mixed-effects model revealed that the performance
was significantly affected by conditions [F,,=11.9, p <
0.001]. The post hoc analysis revealed that OMNI resulted
in poorer performance than DIR [#,,=4.13, r=0.13, CI:
0.07-0.21, p < 0.001] and CLEAR [t,,=-4.32, r=0.15,
CI: 0.07-0.22, p < 0.001], but did not reveal any difference
between DIR and CLEAR [f,,=0.19, r=0.01, CI: —0.06—
0.08, p=0.84].

The subjective ratings of listening effort were also
affected by the experimental conditions [Figure 2B, F; 2, =
7.3, p < 0.001], with lower effort ratings in CLEAR com-
pared to OMNI [#,,=3.7, r=2.4, CI: 1.1-3.8, p < 0.001]
and DIR [t,,=2.5, r=1.7, CI: 0.3-2.9 p=0.02]. However,
the participants did not rate the listening effort as different
between DIR and OMNI [, =1.2, r=0.7, CI. —0.6-2.2,
p =0.24].

From the analysis of the behavioral outcomes, the perfor-
mance improved significantly with the addition of direction-
ality (OMNI vs. DIR), whereas no significant differences
were found in the subjective rating of listening effort
between OMNI versus DIR.

No significant effects of PTAgy was found on the task per-
formance or the ratings of listening effort [all p’s > 0.2].

Effect of Directionality on Neural Speech Tracking

Figure 3 shows the reconstruction accuracies, i.e. the
Pearson’s correlation between the speech reconstructed
using a model based on data from the CLEAR condition
and the actual envelope of the to-be-attended speech
(Figure 3A) and the to-be-ignored background noise
(Figure 3B) for all listening conditions. For the reconstruc-
tion of the background noise, the CLEAR condition can be
considered a control, similar to the random condition for
the reconstruction of the speech signal.

A significant effect of condition was found on the reconstruc-
tion accuracy of the to-be-attended speech [F37=59.2, p <
0.001]. The post hoc analysis revealed that all three experimental
conditions (CLEAR, DIR, OMNI) had significantly higher
reconstruction accuracies than the reconstruction of a random
speech signals (all p’s < 0.001). For the CLEAR condition, a sig-
nificantly better reconstruction of the speech envelope was
obtained compared to both conditions with background noise
[DIR: t,;=22, r=19 107, CL: 2-36 10~°, p=0.03. OMNIL:
ty; =46, r=39 107, CI: 22-56 107>, p < 0.001). Applying
directionality also significantly improved the speech reconstruc-
tion (OMNI vs. DIR, t,;=2.4, r=20 107>, CI: 3-37 1077,
p =0.02). No effects of PTAg was identified (all p’s > 0.3).

An alternative to expressing the reconstruction accuracy as
the cross-correlation coefficient, the percentage of explained
variance (R*100) can be examined. For the reconstruction
of the speech, the percentage of variance explained (average
across subjects for OMNI=0.5%, DIR=0.8%, CLEAR =
1.2%) showed the same significant differences between con-
ditions as the analysis of the correlation coefficients.

The similarity between the envelope of the background noise
and that of the reconstructed attended speech (Figure 3B)
showed no significant effect of condition [/, ,3=1.3, p=0.3]
or hearing loss [F; 9=0.4, p=0.5]. The Bayesian Information
Criterion (BIC) of this model proved to be larger than the
BIC of a model only containing a constant term (corresponding
to a backwards elimination of all non-significant factors), con-
firming that the envelope of the background noise cannot be
reliably reconstructed using the applied approach.

Task Performance in Relation to Neural Speech
Tracking

A further area to explore is the relation between speech
reconstruction accuracies and task performance. The speech
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Figure 2. Performance and listening effort ratings. A: Percentage of correctly answered control questions for the three experimental
conditions. Note that the y-axis starts at 50%, well above the chance level at 33.3% correct. B: Subjective ratings of the listening effort
averaged across the five evaluations made for each condition per participant. The height of each bar denotes the mean across participants
(n = 13), and the black line indicates + | sd. Individual results are shown in grey lines. Asterisks indicate the p-value of the statistically

significant differences between conditions (* p < 0.05; *** p < 0.001).
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Figure 3. Neural speech tracking results. A: The speech envelope reconstruction accuracies, as measured by the Pearson’s correlational
values, of the to-be-attended speech in all three listening conditions. The random condition represents the correlation between a
reconstructed speech envelope from the CLEAR condition and a randomly chosen speech envelope. B: Similarity between the
reconstructed speech envelope and the envelope of the to-be-ignored background noise, with the CLEAR condition corresponding to a
control condition as no noise was present in that condition. The height of each bar denotes the mean across participants (n=11), and the
black line indicates + | sd. Individual results are shown in grey lines. Asterisks indicate the p-value of the statistically significant differences

between conditions (* p < 0.05; *** p < 0.001, ns: non-significant).

accuracies of the random control condition were omitted, and
the final model included condition (CLEAR, OMNI, DIR),
the task performance (correct or incorrect) of each trial, and
the interaction between these two factors as fixed effects, par-
ticipants were included as a random effect. Besides the
expected effect of condition [F; se63=18.2, p < 0.01], an
effect of trial performance was observed [F; s¢52=4.9, p <
0.01], revealing that the reconstruction of the to-be-attended
speech was significantly better for the correctly answered
trials than in trials with incorrect answers [tsgg3=2.2, r=
11 1073, CI: 1-21 1073, p=0.03].

The subset of trials where the listening effort was evalu-
ated was extracted, and a model similar to the above

described applied, but no relationship between ratings and
the corresponding reconstruction of the to-be-attended
speech was found [F 154=0.07, p=0.8] of the same trials.

Finally, when substituting PTAg, by the individually
adjusted SNR, no statistical effect thereof was found on the
reconstruction accuracy of the speech.

Neural Encoding of To-Be-Attended Speech

The individually modelled neural responses arising from the
weights of the forward TRF model were explored to assess
the effect of noise and hearing-aid directionality on the
brain’s neural encoding of speech, see Figure 4. The cluster-
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Figure 4. Neural encoding results. A: The time course of the TRF forward model weights for each experimental condition and the random
condition. The solid lines show the model weights averaged across models for each participant (N=11) and 16 EEG channels with the
shaded areas indicating the 95% confidence interval of each response across participants. Above the graph: The bold black lines and
topographic maps indicate the time and electrode range of clusters where responses of the experimental conditions differ significantly from
the random condition. The red dot in the topographic map indicates the significant electrodes, while the shading shows the absolute t-values
of the cluster-based statistics. Under the graph: The black line, yellow shaded, and topographic map indicate the interval where the model
responses were significantly affected by the experimental conditions. B: Model weights for each individual and experimental condition when
averaged within the cluster indicating a significant difference between conditions (yellow area in A). The central line of each box indicates the
median, the edges of the box the 25 and 75™ percentile, the whiskers the 95% confidence interval. The individual results are plotted in grey
lines. Asterisks indicate the p-values of the statistical test (* p < 0.05, ** p < 0.0l, *** p < 0.001, ns: non-significant).

based analysis revealed that the neural encoding responses
were different from the random model in four time intervals,
see Figure 4A: A complex of peaks consisting of a positive
[-16 to 31 ms, 13 electrodes, p < 0.001], a negative [55 to
102 ms, 13 electrodes, p < 0.001], and a positive peak [133
to 195 ms, 13 electrodes, p < 0.001]. Additionally, a fourth
negative deflection was detected after 250 ms [266 to
289 ms, 12 electrodes, p =0.015].

The two-level statistical approach revealed a single cluster
in which the model parameters were significantly affected by
the experimental conditions [117 to 149 ms, 12 electrodes, p
< 0.01, yellow area in Figure 4A], spanning the transition
between the first negative and second positive deflections in
the modelled neural encoding responses. The model weights
for each participant and experimental condition were averaged
across the significant time and channels, see Figure 4B, and
further investigated in an LMER analysis. The model con-
firmed a significant effect of experimental condition [F; 5=
6.5, p < 0.01], while no significant effects of hearing loss
was found (all p’s > 0.5). The post hoc analysis of the condition
effect showed that OMNI had significantly lower model
weights within the cluster compared to CLEAR [t;g=3.6, r
=1.07, CI: 1.7-3.6, p < 0.01]. The average model weights
for DIR did not significantly differ from those of OMNI [t;g
=1.8, r=0.5, CI: —=0.09-1.1, p=0.08] and CLEAR [t;g=
1.7, r=-0.54, CI. —0.09-1.1, p =0.09], however indicated a
trend of decreasing model response weights as noise was
added and directionality removed.

Discussion

In this study, the effect of hearing-aid directionality on the
neural speech tracking and neural encoding of speech was
investigated. Our main findings were that: (1) Task perfor-
mance improved when applying directionality (DIR vs.
OMNI), although this was not reflected in the subjective
ratings of listening effort. (2) The neural tracking of the
to-be-attended speech was significantly improved with direc-
tionality (DIR vs. OMNI) and when the background noise
was removed (DIR vs. CLEAR). However, (3) the neural
tracking of the background noise did not statistically differ
between the experimental conditions. Finally, (4) the neural
encoding of speech became gradually faster and larger
when directionality was added and background noise
removed. In the following, the findings will be discussed in
further detail.

Directionality Affects Performance,
but Not Listening Effort

At the end of each 1-min trial, the participants answered a
three-alternative forced-choice control question relating to
the content of the clip just presented. The increase in perfor-
mance resulting from applying directionality confirms that
directionality improves speech intelligibility, see Figure 2A.
It is interesting that it cannot be concluded from the data
that removing the background noise (CLEAR vs. DIR),
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resulted in higher behavioral task performance. It is possible
that a performance ceiling was reached for DIR and
CLEAR and that the difficulty of the control questions
result in this level being around 85% correct. However, it
might also be speculated that listening to speech in quiet
(CLEAR) simply is so easy and unengaged (Herrmann &
Johnsrude, 2020), that participants do not hear the answer
to the control question, e.g. due to mind wandering
(Varao-Sousa et al., 2018).

Participants rated that their listening effort was lowest in
the condition without background noise (CLEAR), but no
significant difference between OMNI and DIR was found
(see Figure 2B). Thus, it is possible that the SNR difference
between OMNI and DIR was not large enough to trigger a
difference in self-perceived listening effort. However, as
the term ‘listening effort © is not a well-defined concept, par-
ticipants might include a range of individual factors, such as
the general level of fatigue or stress, in their subjective eval-
uvation of listening effort (McGarrigle et al.,, 2014;
Pichora-Fuller et al., 2016).

All things considered, it is interesting to observe that the
statistical analysis revealed that the task performance and
rated effort were significantly affected by two different
factors, adding directionality and adding noise, respectively.
The behavioral outcomes of the current study provide a great
example of a situation where neural outcome measures could
provide a more nuanced picture of the effect of hearing-aid
directionality.

Neural Speech Tracking Improves with Directionality

When applying a backward implementation of the TRF
model to reconstruct the to-be-attended speech, it was
observed that the similarity between pure speech (CLEAR)
improved significantly with directionality (OMNI vs. DIR),
but also when removing the background noise compared to
attenuating it (DIR vs. CLEAR). The condition effects for
the individual participants in Figure 3A, show that the
increase in reconstruction accuracy between OMNI, DIR,
and CLEAR was observed for 9 of the 11 participants.
This very clearly shows that while the presence of back-
ground noise reduces neural speech tracking, applying
hearing-aid directionality further improves it.

A similar result was reported by Alickovic et al. (2020)
finding that the to-be-attended speech was better recon-
structed when applying a combination of both directional
sound processing and noise reduction. In the same study,
an improvement in speech tracking of the attended speech
was not observed when the SNR was reduced from+ 8 to
+3 dB SNR, an alteration approximately corresponding to
the effect of the applied signal processing scheme. This
observation could suggest that the noise-reduction, rather
than the directionality, was driving the effect of signal pro-
cessing observed by Alickovic and colleagues. In the
current study however, we did observe an effect of reducing

the SNR using directionality alone when training the model
on the CLEAR data, Figure 3A, as well as when training
the model on data from all the experimental conditions, see
Supplemental Figure S2.

It should be kept in mind that the all speech reconstruction
results are based on a model trained on speech from the
CLEAR condition. Hence, the neural speech tracking of the
OMNI and DIR conditions reflects how well the output of
the backwards model resembles speech presented in the
absence of background noise (CLEAR). A more traditional
approach is to train a model for each experimental condition,
however with the caveat that the models inherently change
between conditions, thereby making the effect of the experi-
mental conditions difficult to interpret. Opposed to studies
applying the TRF approach for optimizing speech recon-
struction accuracies to be applied in attention-controlled
hearing devices (for overview, see Geirnaert et al., 2021),
the goal of the current study was not to maximize the
neural speech tracking, but to focus on evaluating the exper-
imental contrasts on an easily-interpretable basis.
Alternatively, training a model on all data reflects how well
the speech is neural encoded relative to any kind of speech
(embedded in noise or not), which is more suitable for
drawing conclusions on the generalizability of the results.
Although it is not the scope of this study, an investigation
was made looking into whether the condition effects per-
sisted when training model on different data (see
Supplemental Figure S2). The results revealed that signifi-
cant differences in reconstruction accuracy between OMNI
and DIR persisted when training the backward TRF models
on 1) data from the DIR condition only, 2) data from each
condition individually and 3) on data from all three experi-
mental conditions (see Figure S1 in Supplement).
However, when training a model on data from the OMNI
conditions, no significant differences between the reconstruc-
tion accuracies were seen between the reconstruction accura-
cies of the different experimental conditions.

From the reconstruction accuracies presented in the
Supplement, it is also evident that the improvement in accu-
racy observed between DIR and CLEAR is not present for
any of the other model (Supplemental Figure S2). This sug-
gests that basing the model on CLEAR data can highlight the
subtle difference in neural speech tracking between CLEAR
and DIR, likely caused by the CLEAR model not factoring in
the effect of adding background noise. That the general
encoding of speech is affected by the presence of noise is
confirmed by the neural encoding responses resulting from
the different conditions (Figure 4), showing that the recon-
struction of speech presented in background noise is neurally
tracked and processed differently from speech presented in
quiet (OMNI vs. CLEAR).

The similarity between the reconstructed speech envelope
and the envelope of the background noise did not show to be
different for the OMNI and DIR compared to the control con-
dition (CLEAR, see Figure 3B), indicating that the applied
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approach was not suitable for quantifying the disturbance of
the background noise. This could of course be due to the lack
of asserted attention, known to be reduced for to-be-ignored
signals (Ding & Simon, 2012; Power et al., 2012), or the rel-
atively stationary envelope of the babble-like canteen noise
used in this study. However, it is possible that the approach
expressing how similar the tracking of the background
noise is to the tracking of CLEAR speech is inadequate.

Recently, it has been found that comprehension of a target
speaker was reduced when magnetically stimulating with the
envelope of distracting speech at a phase of 0 degrees, indi-
cating an interplay between to-be-attended and to-be-ignored
processing, where the enhanced processing of one causes a
reduced processing of the other (Keshavarzi, Varano, &
Reichenbach, 2021). Although we observe the reconstruction
of the to-be-attended speech to increase when adding direc-
tionality and removing background noise, we were not able
to identify similarities between the reconstructed speech
and the background noise which could indicate that the
reduced speech intelligibility, as evident from the poorer
task performance, was caused by the contamination of the
neural tracking of the to-be-attended speech by the
to-be-ignored background noise.

Alterations in neural tracking of attended speech can also
indicate changes in the speech intelligibility. It has been
shown that the speech reconstruction accuracy follows a
sigmoidal psychometric curve as a function of SNR
(Vanthornhout et al., 2018), similar to the changes in
speech intelligibility seen with varying SNR. However, the
observations were made for speech reconstructions models
including only the initial 75 ms of the neural response,
known not to be affected by attention (O’Sullivan et al.,
2019). In the current study, the later neural responses to
speech, up to 700 ms, were included in the TRF model,
hence also containing attentional-driven neural activity.

Furthermore, neural speech tracking is not only affected
by whether attention is asserted, but also by the level of
this attention. In a recent study, it was found that the neural
speech tracking was more accurate in time intervals with a
high level of attention, estimated by the spectral entropy of
the EEG, compared to periods with low levels of attention
(Lesenfants & Francart, 2020). It could be speculated that
the attention level estimated by Lesenfants and Francart is
a proxy measure of listening effort. Indeed, it has previously
been noted that the amount of allocated attention “could be
used to make inferences about listening effort’
(Pichora-Fuller et al., 2016). However, studies investigating
how neural speech tracking is influenced by the degree of lis-
tening effort experienced by the listener, cannot prove a
direct link between the two: Decruy and colleagues found
no significant correlation between neural speech tracking
and a total of five measures of behavioral, neural, and self-
reported listening effort (Decruy et al., 2020). A study by
Miiller et al., identified no relationship between the neural
encoding of speech and the subjectively perceived listening

effort. However, this study also did not find a relationship
between the pupil response and listening effort, a relationship
described in many other studies (Miiller et al., 2019).

In line with the above studies, the current study also did not
reveal a relationship between neural speech tracking and sub-
jective ratings of listening effort. In contrast, it was found that
the speech reconstruction accuracies were significantly higher
for trials where the control question was answered correctly
compared to trials with incorrect answers. However, it
should be kept in mind that the number of correct trials in
the current study vastly outnumbers the number of incorrect.
Furthermore, it is not possible to know whether participants
answer incorrectly due to reduced speech intelligibility or
decreased attentional levels, e.g. through mind wandering.

The degree of hearing loss was included in all statistical
models, however none of the behavioral or neural outcome
measures were significantly affected by it. Although this
seems in line with the results from Presacco et al. and
Goossens et al., it should be noticed that with the limited
range of hearing impairment (PTAgy range: 29.0 to 72.0 dB
HL) and number of participants (n=11) means that the
study was relative insensitive to this factor.

Directionality Results in Faster Neural Encoding
of Speech

The weights of the forward models were constructed to eval-
uate the modelled neural encoding response of the
to-be-attended speech for each experimental condition. The
cluster-based statistical analysis revealed neural encoding
of the speech stimuli in three time-intervals, see Figure 4A.
The consecutive positive-negative-positive peaks of the
model responses observed in the current study concurs with
the results of previous studies (Crosse et al., 2016; Ding &
Simon, 2012; Mirkovic et al., 2019; Petersen et al., 2017).
The neural encoding response has previously been described
to resemble the classical auditory evoked response
(P1-N1-P2) in latency and polarity (Crosse et al., 2016). In
the current study, a smaller fourth negative deflection of
the neural encoding response was detected between 257
and 289 ms, equivalent to an N2-like response, see
Figure 4A. Although this fourth deflection is not often men-
tioned in descriptions of TRF model response, it is evident
from previous studies that the response is present
(Figure 4C in Ding and Simon 2012; Figure 4 in Hjortkjaer
et al. 2018; Figure 2 in Jaeger et al. 2020; Figure 5 in
Mirkovic et al. 2019). As traditionally evoked N2 responses
have been linked to the allocation of attention and phonolog-
ical processing (Tomé et al., 2015), it is not unexpected that
an N2-like response of the modelled neural encoding
response is observed in the current, as well as in other
studies. Indeed, the latencies of the TRF model responses
have been compared to the properties of evoked responses,
with early peaks reflecting initial low-level processing of
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the entire auditory scene, whereas the responses occurring
after ~85 ms are associated with top-down processing of
individual sound sources based on asserted attention
(Alickovic et al.,, 2021; Lesenfants & Francart, 2020;
O’Sullivan et al., 2019).

A significant effect of the experimental conditions was
identified around 130 ms (range 117 to 149 ms, see yellow
area in Figure 4A), where the TRF responses transition
from the first negative peak to the second positive peak
(equivalent to N1-P2 for evoked potentials). This finding
concurs with the findings by Mirkovic et al. also identifying
directionality to affect the neural encoding in the transition
between the N1-P2 components (Mirkovic et al., 2019).

The current study and the study by Mirkovic et al. differ in
many ways, in that we (1) used the TRF model approach and
not the cross-correlation between EEG with the speech
stimuli, (2) applied real ear-worn hearing aids allowing for
a more natural spatial experience, (3) applied a fixed
version of the directional pattern which the hearing aids
would naturally adapt to in the given situation, (4) based
the analysis on the envelopes calculated from the original
sound stimuli and not on the envelopes of the amplified
sound stimuli, and finally (5) our findings were based on
fewer and only hearing-impaired participants. Despite
these, relatively large, differences in the experimental
approach, the effect of hearing-aid directionality seems con-
sistent between the two studies.

The results of both the current study and the study of
Mirkovic et al. suggest a faster transition between the
early bottom-up processing of the auditory scene to the
more top-down driven processing of the attended speech.
Interpreted in the frame of the Ease of Language
Understanding model (ELU, Ronnberg et al., 2013), this
might reflect that hearing-aid directionality causes a more
accurate match between the auditory input and the expected
internal representation of the lexical content, leading to a
faster understanding. If such a match is not obtained, the
cognitive system will have to rely on slower, and more
working-memory driven, semantic and phonological pro-
cessing, to infer meaning from the to-be-attended speech
(Ronnberg et al., 2013). The neural encoding responses in
Figure 4A, show that adding noise while not applying direc-
tionality result in a slowing down of the neural encoding
response, potentially caused by the requirement of addi-
tional cognitive processing of the incoming to-be-attended
speech.

In summary, the current study provides evidence that
hearing-aid directionality improves the neural tracking of
to-be-attended speech. The neural encoding of speech
showed that when directionality is applied, the transition
between the early responses involved in processing the audi-
tory scene and the later top-down driven responses modu-
lated by attention becomes faster. This suggests that
applying hearing-aid directionality improves the efficiency
of the neural processing of speech resulting in a better

neural representation and consequently an improved speech
understanding.
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