
Computational and Structural Biotechnology Journal 18 (2020) 3309–3323
journal homepage: www.elsevier .com/locate /csbj
Review
History and Evolution of Modeling in Biotechnology: Modeling &
Simulation, Application and Hardware Performance
https://doi.org/10.1016/j.csbj.2020.10.018
2001-0370/� 2020 The Author(s). Published by Elsevier B.V. on behalf of Research Network of Computational and Structural Biotechnology.
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

⇑ Corresponding author.
E-mail address: Marius.Henkel@uni-hohenheim.de (M. Henkel).
Philipp Noll, Marius Henkel ⇑
Institute of Food Science and Biotechnology, Department of Bioprocess Engineering (150k), University of Hohenheim, Fruwirthstr. 12, 70599 Stuttgart, Germany

a r t i c l e i n f o
Article history:
Received 29 July 2020
Received in revised form 15 October 2020
Accepted 17 October 2020
Available online 29 October 2020

Keywords:
Modeling & optimization
Bioprocess engineering
Biotechnology
Hardware development
Soft sensor
Industry 4.0
Advanced process control
a b s t r a c t

Biological systems are typically composed of highly interconnected subunits and possess an inherent
complexity that make monitoring, control and optimization of a bioprocess a challenging task. Today a
toolset of modeling techniques can provide guidance in understanding complexity and in meeting those
challenges. Over the last four decades, computational performance increased exponentially. This increase
in hardware capacity allowed ever more detailed and computationally intensive models approaching a
‘‘one-to-one” representation of the biological reality. Fueled by governmental guidelines like the PAT ini-
tiative of the FDA, novel soft sensors and techniques were developed in the past to ensure product quality
and provide data in real time. The estimation of current process state and prediction of future process
course eventually enabled dynamic process control. In this review, past, present and envisioned future
of models in biotechnology are compared and discussed with regard to application in process monitoring,
control and optimization. In addition, hardware requirements and availability to fit the needs of increas-
ingly more complex models are summarized. The major techniques and diverse approaches of modeling
in industrial biotechnology are compared, and current as well as future trends and perspectives are
outlined.
� 2020 The Author(s). Published by Elsevier B.V. on behalf of Research Network of Computational and
Structural Biotechnology. This is an open access article under the CC BY-NC-ND license (http://creative-

commons.org/licenses/by-nc-nd/4.0/).
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1. Introduction

The inherent complexity of biological systems makes monitor-
ing, control and optimization challenging tasks to successfully
design and guide a bioprocess [1–3]. The complexity arises from
various interconnected subunits in the biological system. The non-
linear nature of the interconnections including feedforward cas-
cades and feedback loops of biochemical reactions complicates
the assessment of such systems by basic observations. Hereby
modeling presents a valuable toolset to capture and cope with
the inherent complexity of the biological system under investiga-
tion by mathematical means [3]. Model development has evolved
over decades which is visualized in a timeline covering more than
one century of model concepts, computational infrastructure,
Timeline of model concepts (red), computational infrastructure (brown), mo
tationally intensive models and potential future trends (black) in biotechnology
to the web version of this article.)
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monitoring-, control- and optimization concepts as well as compu-
tationally intensive models and potential future trends of modeling
in biotechnology (Fig. 1). Furthermore, fields of application of
process models are summarized (Fig. 2). A model is typically
applied for a broad range of different tasks, which include control
respectively optimization of a biotechnological process e.g. by
increasing product yields and productivity of the process. This is
particularly interesting for industrial applications. These applica-
tions include design and establishment of novel processes, opti-
mization of existing processes as well as quality control purposes
to maintain product quality [4]. Product quality is ensured by
assessing stability of critical process attributes (CPAs) to supervise
robustness and reproducibility. One prominent concept for model-
assisted quality control is often referred to as Quality by Design
nitoring- (blue), control- (purple) and optimization concepts (green) as well as
. (For interpretation of the references to colour in this figure legend, the reader is



Fig. 2. Fields of application of process models.

1 see section Additional online sources for computer hardware development and
comparison
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(QbD) concept, which is part of the Process Analytical Technology
(PAT) regulatory framework as outlined by the US Food and Drug
Administration (FDA). Part of PAT is to obtain better process under-
standing by assessment of the CPAs preferably in real time [5–7].
Here a model assisted monitoring strategy e.g. in form of soft sen-
sors can potentially make up for the inaccessibility of some process
variables as well as poorly resolved data (e.g. biomass concentra-
tion). Soft sensors are a combination of software models that
may use hardware sensor inputs to derive, new quantities online.
Considerable time delays for data collection along with laborious
measurements may therefore be avoided [1]. Prominent examples
for soft sensors include the use of artificial neural networks (ANNs)
respectively metabolic networks with stoichiometric description of
the involved biochemical reactions [8]. Soft sensor models imple-
mented in computer programs deliver information in a similar
way to hardware sensors. Therefore, sufficient real time data is
available to allow fault detection. Furthermore, an advanced pro-
cess control concept (e.g. feeding strategy) is realizable that aims
for an optimized process outcome in terms of improved productiv-
ity and process efficiency (see Table 1) [1]. The first reports of
model assumptions and mathematical representations thereof
date back to the early 1900s. Even before the basic understanding
of genetic material as the source of cellular information, growth
behavior of microorganisms was targeted and described by math-
ematical means. In 1912, the authors Penfold & Norris studied the
generation time of Eberthella typhosa and developed, what is
assumed to be, the first kinetic principle of microbial growth [9]
before effects like temperature and other factors effecting growth
have been described by mathematical means (e.g. 1946 Hinshel-
wood) [10]. Penfold & Norris whereas were among the first to
describe growth as a hyperbolic function of substrate concentra-
tion (peptone and glucose). Their findings correspond to the com-
monly known growth model of Monod on which he worked on in
the 1940s. Monod postulated a dependence of the specific growth
rate m of Bacillus subtilis and Escherichia coli on substrate concentra-
tion following a hyperbolic function where bacterial growth
reaches a maximum value (mmax) and does not increase anymore
when substrate concentration is increased further [11]. In 1913
Michaelis & Menten already described a mechanistic approach
for the dependence of enzymatic action on substrate concentration
yielding essentially the same equation that Monod postulated for
microbial growth around three decades later in the 1940s [12]. In
the following years Monod’s model was discussed critically and
extended, e.g. by a description of substrate utilization in the
absence of growth. The term for cellular maintenance metabolism
was introduced in 1958 by Herbert [13]. Initially proposed
dynamic models were only scarcely applied due to a complex writ-
ten model presentation, lack of trust and limited computer capac-
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ity [14]. Furthermore, access to computer capacity to run
simulations was limited to programming specialist with expertise
in programming languages e.g. the general-purpose language for
numeric computation FORTRAN. The increasing model complexity
with extensive mathematical expressions incorporating temporar-
ily and, for more complex models, spatially variable elements,
demanded more computational capacity as well as novel modeling
platforms. The continuing development of more powerful comput-
ers, along with their ease of availability, has enabled the applica-
tion of more complex modeling approaches in biotechnological
research. The development of novel and readily accessible software
for modeling and simulation furthermore eliminated the necessity
of advanced programming skills which were so far restricted to
programming specialists [15]. In this review, past, present and
envisioned future of models in biotechnology are compared and
discussed with regard to application in process monitoring, control
and optimization. For this purpose, hardware requirements and
availability are discussed, major techniques and diverse
approaches of modeling in industrial biotechnology are compared,
and current as well as future trends and perspectives are outlined.
2. History of computer and hardware development

For this section, several data sources and specifications of com-
puter hardware development were used. These sources are pro-
vided as additional section before the references 1.
2.1. Processing power and microprocessor development

In 1941, German engineer Konrad Zuse completed building the
first programmable, fully automatic digital computer, which was
known as Z3. With 2200 electromechanical relays and a weight of
around one metric ton, the Z3 performed calculations of floating-
pointnumbers ina rangeofa fewseconds [16].With the initialdevel-
opment andadvancement ofmetal–oxidesemiconductorfield-effect
transistors (MOSFETs) in the 1960s, higher transistor densities could
be reached. It was not until a decade later that the firstmicroproces-
sor integrated circuit chips were developed in 1969–1971, which
opened up the potential of significantly smaller computer design,
both in industry and personal computers for home use A.

The first home computers became available in 1977: The Radio
Shack TRS-80, the Commodore PET and the Apple II, which utilized
processors operation at a frequency range from 1 to 10 MHz with a
transistor count of approx. 3500–8500. As part of further advance-
ment of the integrated circuit chip technology, rapid miniaturiza-
tion of MOSFETs followed which allowed for even high transistor
densities on similarly sized chips, which furthermore led to
increased clock rates. An increase in transistor count with a pre-
dicted doubling time of 2 years was first claimed in 1965 (revised
in 1975) by Gordon Moore, the CEO of Intel, and is known as
MOORE’s law [17]. Development of smaller transistors and fabrica-
tion technologies is the key driving force behind MOORE’s law. As
fabrication technologies cannot be arbitrarily small, it is believed
that MOORE’s law has come close to its end nowadays [18]. Fur-
thermore, there is no direct proportional correlation between tran-
sistor count and processing power [19]. One suitable method to
measure processing power commonly required for biotechnologi-
cal applications is the number of floating-point operations that a
microprocessor can perform each second (FLOPS), with common
units million operations (megaFLOPS, MFLOPS) and billion opera-
tions (gigaFLOPS, GFLOPS). A dramatic and exponential 1000-fold
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increase in microprocessor FLOPS can be observed from the mid-
1980s (below 0.5 MFLOPS) to 2002–2003 (0.5 GFLOPS) (Fig. 3A) A.

2.1.1. General-purpose computing on graphics processing units
(GPGPU)

In the last two decades, powerful graphics processing units
(GPUs) have been developed to handle the increasing amount of
demand graphical tasks. They were designed to facilitate the high
number of computations performed in graphics rendering, which
they received from the central processing unit (CPU). Eventually,
GPUs became more powerful than CPUs. Even though GPUs typi-
cally operate at lower frequencies, they have a significantly higher
number of cores. It is for this reason that GPUs are very efficient in
processing graphical data per second compared to CPUs.

Nowadays, current CPUs yield roughly 0.1 TFLOPS using 12
cores, while state-of-the-art graphic cards yield more than 10
Fig. 3. (A) Development of microprocessor power, given in million floating point operat
squares) or optimize (filled squares) a reference ODE (ordinary differential equation) syst
36 parameters 19 solved using MATLAB ode15s package and fminsearch 5 parameter opt
in USD for local data storage equivalent to 100 E. coli genomes (filled circles) in compariso
specifications are listed as additional section before the references.
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TFLOPS using several hundred cores. It is for this reason that GPUs
were increasingly used in calculation tasks beside graphics render-
ing, a technology frame that is referred to as general-purpose com-
puting on graphics processing units (GPGPU) A.

Many different hardware and software developers are involved
in GPGPU projects, such as NVIDIA CUDA, a software development
kit (SDK) and application programming interface (API), Microsoft
DirectCompute API or the MATLAB Jacket library (ArrayFire,
Atlanta, Georgia USA) that enables GPGPU capabilities using the
Parallel Computing Toolbox. In general, significant performance
increases can be achieved by converting data into graphical format
and using the GPU process it. It should be noted however, that even
though in terms of maximum FLOPS graphic cards are more effec-
tive, they are by design highly optimized for specific tasks, which
results in significant reductions in processing power when con-
fronted with non-native calculations.
ions per second (mFLOPS) (filled circles) and average time required to solve (empty
em starting from the 1980s. The reference ODE system consists of 11 equations and
imization with initial deviations of 20% from the final values. (B) Price development
n to the average annual budget of an NIH principal investigator (grey bars). Data and
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2.1.2. Processing requirements for modeling and simulation
To visualize and grasp a correlation for this amount of process-

ing power, a reference system for biotechnological process model-
ing was used. The reference system constitutes a medium
complexity bioreactor process model with 11 coupled ordinary dif-
ferential equations describing standard measured variables (such
as biomass, substrates, products and by-products) and 36 parame-
ters including yield coefficients and inhibition constants [20]. Using
MATLAB mathematical computing environment software (The
MathWorks, Natick, MA, USA) and the ode15s numerical ODE solver
package, floating point operations were counted and required time
were calculated based on development of processing power for: 1.
solving the ODE system with standard settings over 100 h (Fig. 3A)
and 2. performing parameter optimization for 5 parameters using
the fminsearch package with standard settings and initial devia-
tions of 20% from the final values (Fig. 3A) A.

Assuming industry and research institutions to have state-of-
the-art processing power and defined thresholds for feasibility,
real-time applications using the reference system became feasible
between 2001 and 2008 (solving time less than oneminute, or solv-
ing time less than 10 s, respectively). While parameter optimization
is not necessarily time critical in all cases, a fewmethods with real-
time or semi-continuous parameter optimization exist [21] which,
depending on the complexity of the system, have an even higher
demand for processing power. For these cases, the maximum sys-
tem size that can be simulated and optimized depends on available
processing power, desired interval of simulation on optimization
and maximum allowed deviation from given trajectories or prede-
fined sets of parameters. It can be concluded that today’s processing
power is sufficient formost applications, however, complex tasks of
simulation and optimization on a larger scale (see also whole cell
models) cannot yet be performed in real time.

2.1.3. Quantum computing
A quantum processor is a processor whose function is based on

quantum mechanical states rather than the laws of classical phy-
sics or computer science.

At its core, the technology is based on qubits (quantum bits),
which are manipulable two-state quantum systems. As such, they
are correctly described by quantum mechanics and have only two
states that can be reliably distinguished by measurements. The
qubit plays an analogous role comparable to the bit in conventional
computers. It is the smallest possible data storage unit. Since 2018,
increasing interest of governments, research organizations as well
as computer and technology companies worldwide in quantum
computer technology has driven early development of first
quantum computer proof-of-concepts. On a small laboratory scale,
quantum computers with a up to 12 qubits have already been
realized e.g. to model the isomerization mechanism of diazene
[22–23]. In many regards, quantum computing is considered to
be one of the key technologies of the 21st century, as vast increases
in computing power are anticipated. This new technology may
ultimately open up new possibility for real-time simulation and
manipulation of comprehensively complex biological systems,
such as full reconstructions of cellular metabolism to create true
digital twins of living cells.

2.2. Data storage and memory development

In 1954, Reynold Johnson and his team at IBM developed the
first commercial hard Disk Drive (HDD), which was referred to
as Model 350. The first units were commercially available in
1956. Model 350 weighted over one metric ton with a storage
capacity around 3.75 MB of data. While the general concept of
storage of digital data in magnetic material in HDDs has not
changed, the technology was refined in the following years, such
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as by modifications of the read/write head. In the following dec-
ades, new developments yielded dramatic increases in data den-
sity per area which led to overall reductions in costs per bit.
Overall, this dramatic increase in data storage density and capac-
ity established HDDs as the preferred form of computer data
storage A.
2.2.1. Mass storage for the mass market
The first HDDS for the mass market were available in the late

1970s to early 1980s, with prices of several hundred US dollars
per MB. Up until 2010, HDDs were available in ever increasing
capacities and lowered prices (Fig. 3B). In 1992, the average price
per MB decreased to approximately 2 dollars, which is roughly
the equivalent of storing 100 genomes of E. coli strains for 1000
US dollars (Fig. 3B), more than one hundred times cheaper than a
decade ago in 1982. Considering available funds per research
group, in the mid-1980s, the price for storing 100 genomes of
E. coli equaled almost 10% of the yearly budget of a NIH principal
investigator, which dropped below 0.1% only a decade later in
the mid-1990s. Thereafter, storage and analysis of genetic data
became feasible for research groups even without focus on special
information technology equipment A.

In 2004, prices dropped below 1 US dollar per 1 GB of storage
capacity, and further decreased until today in 2020, 1 GB of storage
capacity is priced at 2–3 cents. Consequently, this means that the
NCBI GenBank genetic sequence database [24], an annotated col-
lection of all publicly available DNA sequences, currently featuring
216 million entries with a total size of roughly 400 GB, nowadays
takes up disk base worth less than 10 US dollars. It can thus be con-
cluded that pricing of disk storage capacity is no longer an issue,
and consequently, there is an increasing demand for mass storage
solutions with faster read/write speeds at similarly low prices, as
visualized by the rise of the solid-state disk (SSD) technology.
While SSD technology was introduced to the market in the
1990s, competitive price-per-storage ratios were not achieved
until the 2010s. Nowadays, SSD technology is still roughly 10 times
more expensive than the HDD equivalent A.
2.2.2. Random-access memory
Random-access memory (RAM) is a specific type of fast read/

write memory that is typically used to store executable code or
working data to facilitate fast access. One standard task for inves-
tigating biological system is the search for information in data-
bases, such as genetic code or metabolic pathway information.
For this task, typically a search is either performed locally or on a
different remote computer/server, which requires the data to be
sent over a network or the internet. Having sufficient RAM on
the computer executing the search to load the entire information
to be analyzed is crucial for time-efficient search tasks.

One example for this is the comparison of genomes and search
for similarities by appropriate tools through a database, such as the
basic local alignment and search tool (BLAST) of the NCBI, which is
available since 1990 [25]. Starting in early 1970s, along with the
development of the first home computers, both mass storage and
RAM were developed simultaneously leading to constant increases
in capacity up to today. A good estimate for RAM pricing over the
time is that RAM was constantly between 10-times more expen-
sive than HDDs in the early 1980s (approximately 3000 $ vs. 300
$) and 100-times more expensive than HDDs in the early 2000s
(0.4 $ vs. 0.04 $). Nowadays, fast RAM is roughly 100–300 times
more expensive than current HDDs. With this information on
availability and pricing, it can be concluded that, since RAM is
not meant to accommodate large amounts of data, RAM was not
a bottleneck for development of biotechnological techniques.
When the BLAST algorithm became available in 1990, the price
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for RAM to be able to load one entire genome of E. coli (4–8 MB) for
search against a database was roughly 150–300 $ A.
2.3. Internet & network communication bandwidth

The first server hosting the first website (info.cern.ch) in the
world wide web was put up by British scientist Tim Berners-Lee
at CERN in 1991. Ever since then, rapid development in terms of
hardware and software for internet access and application fol-
lowed. The internet quickly found its way into daily life in many
areas from professional applications to leisure.

A major part of the development includes connection speed and
bandwidth. Comparing the speed of earliest forms of home inter-
net access by dial-up via phone line and modem (0.014 Mbps–
0.056 Mbps) to current technologies, a more than 1000-fold
increase took place over the last three decades, as visualized by
the current average worldwide household internet connection
download speed of 75.41 Mbps in 2020 A.

With the development of the first technologies greatly exceed-
ing modem connection speed, commonly referred to as broadband
connections such as digital subscriber lines (DSL), the internet
became relevant as a fast and easy alternative for data transfer.
With the development of more powerful and thus more demand-
ing mobile devices and smartphones, technologies for mobile
internet connection rapidly evolved.

While in the mid 1990s, transfer of an E. coli genome took 10–
30 min, with today’s average connection speed of 75.41 Mbps, this
is achieved in roughly half a second. Nowadays, current fast mobile
internet connections of the fourth generation (4G) lower this fur-
ther in the range of millisecond. New developments of mobile
internet via the fifth generation (5G) that are currently being
developed will surpass fastest existing technologies by at least a
factor of 10. It is however for reasons beside bandwidth such as
localization and positioning as well as latency that 5G will be a
key technology in the coming decade.

Currently, there are virtually no applications where internet
bandwidth is limiting. Essentially, bandwidth only becomes an
issue when real-time applications demand fast transfer of larger
lumps of data in restricted amount of time. It is mainly future envi-
sioned applications with demanding amounts of data transfer
where bandwidth might be an issue. These envisioned applications
include streaming of virtual reality and augmented reality material
in higher quality and transfer of video material in real-time for dig-
ital image processing, such as for communication of autonomous
vehicles.
3. Modeling techniques for online estimation of state variables

During early development of a bioprocess it is crucial to gather
information on the biological basis, commonly represented by cor-
relations and kinetics as well as knowledge of as many parameter
values and time course of state variables as possible to understand
and optimize the process. When reaching production phase, critical
process parameters must be monitored and deviations of process
drifts from an expected optimal trend detected to ensure quality,
process efficiency and safety [26,27]. The monitoring of process
data, ideally in real-time, is often difficult because suitable sensors
for online measurements are not always available. A result is a lack
of well resolved or even missing process data of important process
variables. This lack of data led to the development of indirect data
assessment via the combination of hardware sensors and process
models, so called soft sensors, to derive so far inaccessible data
[1,27,28]. Conventional online bioprocess monitoring until the
1970s commonly relied on electrochemical probes for in situ
measurement of pH (glass electrodes), pO2 (Clark-electrode),
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pCO2 (Severinghaus electrode) and temperature (resistance ther-
mometer) [29–32]. A development towards optodes and micro
sensor arrays followed, which enabled measurements with less
lag times and more convenient placement and size of sensor sys-
tems [33–37]. Besides from these easily accessible and online mea-
surable parameters important state variables like biomass,
substrate and product concentrations were measured offline or
at-line [27]. The state variables could then only be assessed with
a considerable time delay making immediate and automated cor-
rective control actions basically impossible [38]. Furthermore, off-
line methods are laborious, have a low resolution and require
skilled workers hence are relevant parts of the overall manufactur-
ing costs [1,27,38–39]. Murao and Yamashite were pioneers of
computer assisted monitoring concepts for bioprocesses in 1967
[40]. So called soft sensors rely on computer models that are com-
bined with hardware sensor data. Soft sensors are used to estimate
real-time information, predict future process trends or display
what already happened of formerly inaccessible state variables
(see Table 1) either by employing unspecific data (e.g. spectra)
and empirical modeling approaches (e.g. ANNs) or process mea-
surements (e.g. in/off gas) and mechanistic or pseudo-
mechanistic models (e.g. mass balances, stoichiometric growth
models) [1,38,40]. The PAT regulatory framework of the FDA
names soft sensors as central tools for real time monitoring and
control of critical quality attributes [5]. Before the introduction of
soft sensors important state variables have not been accessible.
With the development of the PAT initiative, this has led to a break-
through in process and quality control. Soft sensors are now com-
monly used today especially in the pharmaceutical industry.
Different model techniques for online estimation of state variables
were developed over time: (i) 1960s: filtering techniques e.g. (ex-
tended) Kalman filter [41–42], (ii) 1970s: balancing equations [43],
(iii) 1980s: adaptive estimator/observer [44–45] (iv) 1990s: artifi-
cial neural networks (ANN) [46] and (v) 1990s: hybrid modeling
[47].

3.1. Filtering techniques – the (extended) Kalman filter

In the 1960s Kalman developed the Kalman filter algorithm for
improved reliability of estimated data and noise filtering. The filter
was used for state estimation of linear systems. The filter was
extended by Kalman & Bucy to non-linear systems using model lin-
earization (extended Kalman filter) [41–42]. To deploy the filter for
state estimation, a model to describe the (non)-linear system and a
priori knowledge of stochastic properties like mean and covariance
of measurement errors and noise disturbance are required [8] The
accuracy of the before stated requirements largely determine the
efficiency of the Kalman filter method. The Kalman filter has been
used for estimation of growth rate, biomass, respiratory quotient,
yield as well as substrate and product concentration in combina-
tion with hardware like HPLC (high-performance liquid chro-
matography), NIR (near infrared spectroscopy) and FIA (flow
injection analysis) [48–51].

3.2. Mass balances

In the 1970s Cooney et al. proposed to use elemental balances
for estimation of fermentation parameters by using an overall
chemical reaction to describe cell mass as shown in (1) [43]

aCaHbOc þ bO2 þ cNH3 ! CdHeOfNg þ dCO2 þ eH2O ð1Þ
where the educts account for substrate, oxygen and ammonia and
the products are cell mass and the metabolic end products carbon
dioxide and water. Requirements are that the chemical formulae
are constant and known (indices a-g) and stoichiometric
coefficients a� e can be calculated from elemental balancing in
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combination with measured oxygen uptake rate (OUR) and the car-
bon evolution rate (CER). The use of balancing equations has been
reviewed and applied in the past [1,40,52] and is still reported for
current research (see Table 1).

3.3. Adaptive observer

An adaptive observer or adaptive estimator as proposed in the
1980s eliminates the inherent disadvantage like model lineariza-
tion required for the extended Kalman filter and the need of
knowledge on model uncertainty [40]. The adaptive observer
updates the estimated model outputs with a corrective term pro-
portional to the difference between measured and model predicted
values. Additionally, unknown kinetic parameters may also be
updated according to the prediction error [8]. In the 1980s, the
group of Shioya was among the first to report an estimation of bio-
mass concentration and specific growth rate in a fed batch cultiva-
tion of Saccharomyces cerevisiae by an extended adaptive Kalman
filter algorithm. The algorithm deployed moving averages,
dynamic mass balances and an adaptive noise covariance matrix
of the system which was updated according to the prediction error
[44–45].

3.4. Neural networks

In the 1990s new approaches to predict process variables inde-
pendent of a process model but by using artificial neural networks
(ANNs) respectively pattern recognition based on historical culti-
vation data was proposed [46,53]. The very beginnings of the ANNs
date back to 1943 were McCulloch & Pitts proposed a computa-
tional model inspired by the brain [54]. A neural network is com-
posed of layered interconnected nodes (~neurons). The network
is fed at the input layer with scaled data, which is then propagated
through the so-called ‘‘hidden layer” to the output layer. Signal
strength is thereby altered by scalar weights at each connection
of the nodes [46,55]. In 1990, Thibault et al. introduced the
approach of McCulloch & Pitts to dynamic bioprocess modeling.
They computed biomass and substrate concentrations for a contin-
uous stirred tank reactor and described the neural network as ‘‘ac-
curate with a certain degree of noise immunity” with the
advantage that no a priori knowledge on the interrelations of
important variables is required like in other modeling approaches
[46]. ANNs have been used in the recent years for monitoring bio-
processes in combination with UV/Vis or fluorescence spec-
troscopy [56–57]. Furthermore, ANNs have been employed for
various monitoring purposes in combination with an electronic
nose as extensively reviewed by Hu et al [58].

3.5. Hybrid models

In 1992 Psichogios and Ungar proposed a hybrid of neural net-
work and a first principle model to predict biomass and substrate
concentration as well as growth rate for a fed batch bioreactor.
They concluded that the combination of the partial first principles
model incorporating available a priori process knowledge comple-
mented by the neural network as estimator for unmeasurable and
difficult to assess process parameters shows better properties than
a stand-alone neural network with respect to accuracy of inter-
and extrapolation. Furthermore, the hybrid model is easier to ana-
lyze and interpret also requiring significantly less training data
than the standard ‘‘black box” neural network [47]. In 2019 Zhang
et al. proposed a different hybrid model combining physics-based
and data-driven modeling for online monitoring, prediction and
optimization of a fed-batch micro algal lutein production process.
The authors concluded that hybrid modeling is an useful potential
tool for compensation of low quality and quantity of available data.
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Furthermore, in an industrial environment, it is an effective strat-
egy to overcome the lack of a priori knowledge on physical mech-
anisms of the process, high costs caused by frequent sampling and
laborious measurements as well as challenges in pre-determining
set points for fed batch processes [59]. Table 1 provides an over-
view of the most recent trends in soft sensor development for bio-
process monitoring.
4. Modeling in process control

Adjustment of the extracellular environment is basically the
only way to direct intracellular mechanisms in order to achieve a
desired outcome [40]. In 1969 Grayson and Yamashita et al. were
among the first to describe computer controlled biotechnological
processes with Grayson mentioning the use of computer control
for pilot plants as well as for large-scale bioreactors [40,69–71].
In the early 1970s L.K. Nyiri presented a concept for data acquisi-
tion and analysis as well as computer control for bioprocess engi-
neering suggesting online optimization and multilevel control
strategies [71–72]. In 1982 Rolf and Lim describe ‘‘an enormous
impact in the area of real time computer applications” triggered
by relatively inexpensive and reliable computer hardware as well
as by the advent of microprocessors which made the integration
of computer control to fermentation processes feasible. Advanced
control concepts suggested in the 1950s and 1960s could be
applied only in the 1970s with the till then unprecedented
improvements and availability of computer hardware [71]. Low
level control loops with simple proportional-integral-derivative
(PID) controllers for temperature, pH and DO are still widely
applied today in industrial biotechnological processes. Many rele-
vant parameters such as productivity, growth rate and biomass
concentration can usually not directly be measured online and
are therefore mostly indirectly derived from primary data. To con-
trol growth rate or biomass concentration, static PID controllers
are insufficient because they do not consider time-varying process
dynamics that would cause changes of optimal PID parameters. To
circumvent this drawback, PID controllers can be coupled with sys-
tems that update the parameters for proper control response of a
dynamic process [73]. Different advanced model-based strategies
for bioprocess control are available today that consider partly the
complex dynamics and current state of a bioprocess such as (i)
1970s: adaptive control [74], (ii) 1980s: statistical process control
[75], (iii) 1980s: fuzzy control [76], (iv) 1990s: ANN control [77]
and (v) 2000s: model predictive control (MPC) [78].
4.1. Adaptive & nonlinear control

Due to the time varying nature of a bioprocess’s characteristics,
it is beneficial to adjust the control parameters during the cultiva-
tion process to respond to process dynamics [79]. Adaptive con-
trollers are based on non-linear algorithms. They dynamically
update parameters during the operation following the non-linear
bioprocess dynamics or uncertainties. In 1958 Rudolf E. Kalman,
known for the invention of the Kalman filter, discussed a ‘‘ma-
chine” that automatically optimizes its control system to regulate
an arbitrary dynamic process [80,81]. In 1979, McInnis et al. were
among the first to report an adaptive controller using a microcom-
puter to control dissolved oxygen levels in biological wastewater
treatment [74]. Bastin et al. discussed an adaptive controller to reg-
ulate an anaerobic fermentation process for waste degradation in
1983 [82]. One year later, in 1984, Dochain and Bastin summarized
adaptive control algorithms for nonlinear bacterial growth systems
to control substrate concentration or production rate. They empha-
sized that their developed algorithms have the original feature that
parameter estimation is performed simultaneously to the control



Table 1
Recent development (2017–2020) of soft sensors for monitoring and control tasks in different bioprocesses.

Soft sensor Hardware sensor Model Control task Organism / Product Source

X, qS, m, YX/S In-/off gas analyzer Mass balance Glucose feed, qS and
lactose (inducer)

E. coli / GFP [60]

X, N, product precoursor In-/off gas analyzer Particle filter
algorithm + kinetic nonlinear
model

Glucose feed, qS precursor
feed, N feed

P. chrysogenum / penicillin [61]

X 2D - fluorescence
spectroscopy

Multivariate adaptive
regression splines algorithm

– E. coli / recombinant human
Cu/Zn superoxide dismutase

[62]

X, S In-/off gas analyzer Mass balance, unstructured
model

Vinasses-molasses feed,
constant S concentration

C. necator / PHA [63]

Total wet cell weight In-/off gas analyzer; DO
probe, weighing scale (for
feed rate)

Recurrent neural network Methanol feed P. pastoris / intracellular
hepatitis B surface antigen

[64]

X, Nitrate, Lutein In silico experiment with
computed data sets

Data-driven model,
ANN + physics-based noise
filter (simple kinetic model)

Nitrate feed Desmodesmus sp. / lutein [59]

OTR, OUR (no off gas
needed),
viable X, metabolic state

DO probe, thermometer,
pressure, mass flow
controller (process air and
CO2), capacitance sensor

Mass balance, dynamic kLa
model, two-segment linear
model

– CHO cells / IgG1 monoclonal
antibody

[65]

X in continuous culture In-/off gas analyzer Carbon- and degree of
reduction balance

Retention rate, S in feed Haloferax mediterranei /
bioremidation

[66]

X, lactose, lactic acid, pH Base pump (ammonia
addition), pH probe

Biokinetic model, mixed
weak acid/base model,
Monte Carlo simulations for
considering uncertainties

– Streptococcus thermophilus /
lactic acid

[67]

Glucose, cumulative OTR
dynamic OUR

Agitator speed, DO probe,
mass flow controller (inlet
gas flow), offline glucose
measurement for parameter
correction

Mass balance Glucose feed CHO cells / ‘‘therapeutic
proteins”

[68]

X = Biomass concentration; qS = Biomass specific substrate uptake rate; m = specific growth rate; YX/S = Yield coefficient biomass / substrate; N = Nitrogen;
S = Substrate concentration; DO = dissolved oxygen; OTR/OUR = oxygen transfer/uptake rate.
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action [83]. Adaptive control is still applied today. For example, in
one of the most recent approaches in 2019, Abadli et al. used gen-
eric model control in combination with a linear Kalman filter for
reconstruction of assumed unmeasurable variables to compute
an adaptive control strategy. They aimed to maximize biomass
production in a fed-batch cultivation of E. coli with the developed
adaptive controller by optimal feeding. They aimed to maintain
the substrate concentration in-between limitation and excess, the
latter to prevent acetate formation. Therefore, they assembled a
macroscopic model composed of nonlinear differential equations
considering the respiratory and respiro-fermentative metabolic
pathways. With their control strategy based on that model an
operation within the boundary between those two metabolic
regimes was possible [84].
4.2. Statistical control

It is often difficult to develop an accurate deterministic model
for a bioprocess due the complexity of microbial reactions and
changing characteristics of microbial nature over time. (Multivari-
ate) statistical control concepts rely on time-series of historical
data coupled with a statistical method e.g. for discrimination of
state variables of regression analysis. Therefore, no a priori process
knowledge is required making the approach empirical with the
potential to detect and correct deviations of abnormal batches
from an ideal process course in real time. An advantage for this
data-driven technique is that comparably few resources are
required, and model development times are short. On the other
hand, the success of this method significantly depends on data
quality and how representative the collected process information
was [75,85]. In 1984, Kishimoto et al. were among the first to
develop an experimentally validated statistical control strategy
for a bioprocess. They used historic data from ‘‘several” fed batch
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cultivations of Saccharomyces cerevisiae to develop a statistical
method to discriminate state variables of regression analysis. They
experimentally confirmed their statistical control concept for the
control of glutamic acid production [75]. In 2019 a multivariate
statistical process control model in combination with Raman spec-
troscopy and correlation optimized wrapping method for align-
ment of desynchronized historical data has been applied for early
detection of abnormal operation conditions and contaminated
batches for antibody production in cell cultures [86]. For this being
rather a monitoring than a control procedure only few statistic
control concepts are reported in the recent years. In 2016 Duran-
Villalobos et al. reported a statistical control concept based on an
adaptive multiway partial least squares model in combination with
a quadratic cost function to optimize operating conditions of a sub-
sequent batch. The batch to batch optimization strategy was then
benchmarked with a fed-batch fermentation simulation of S. cere-
visiae. The authors reported an almost 5-fold increase of biomass
yield in <20 batches [87]. In 2020 the same authors applied their
previously developed multivariate statistical process model to ‘‘a
realistic industrial-scale fed-batch penicillin simulator” for batch
to batch optimization of penicillin yield by adjusting the glucose
feed rate [88].
4.3. Fuzzy control

The term ‘‘fuzzy set” has been popularized by Lotfi Zadeh in
1965. Whereas the term first appeared more than a decade earlier
in a paper in French (‘‘ensembles flous”), written by the Austrian
mathematician Karl Menger [89–91]. For fuzzy sets, the member-
ship of an element in a set can be assessed gradually. This means
elements of a fuzzy set can have a certain degree of membership
in contrast to the binary assessment of element membership in
classical set theory. For fuzzy (sub-) sets elements of a universe
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set are assigned to the real unit interval [0, 1] by the so called
membership function, a generalized characteristic function [92].
Fuzzy control has originally been deployed for an automatic train
system in Japan in 1983 outperforming common PID controllers.
For bioprocess control the fuzzy control concept is of special inter-
est because it can compensate for uncertainties arising from the
non-linear structure of such processes without the necessity of a
complex process model [76,93–94]. In 1985 fuzzy control concepts
were applied for the first time to a bioprocess to produce glutamic
acid by controlling the sugar feed rate as claimed by the authors.
They reported that their control system based on fuzzy theory
could accurately control sugar feed rate to maintain sugar concen-
tration in ‘‘a suitable range” for glutamic acid production. Further-
more, they reported that their control system was insensitive to
changes in sugar lots and activity of the microorganism during
operation [76]. Fuzzy control has been applied in industry in a bio-
process for the large-scale and long term (2 years) production of
Vitamin B2. Fuzzy control was used by the authors to adjust pH
as well as feed rate for substrate. The vitamin B2 production as
well as yield could be improved by 6–16% and 4–11% respectively
compared to common controllers [95]. Recent articles on the appli-
cation for fuzzy control seem to be limited. One of the most recent
works from 2018 deployed a fuzzy control system to control dis-
solved oxygen levels for a heterologous protein expression process
using recombinant E. coli [96].
4.4. Neural network control

The development of neural networks which model a biological
neuron has its origin in the 1940s and was initially described by
McCulloch & Pitts (see previous section) [54]. The back-
propagation learning algorithm for neural network training was
first applied in the PhD thesis of Paul Werbos in 1974 for estima-
tion of a dynamic model that predicts nationalism and social com-
munications [97–98]. Rumelhart, Hinton and Williams
rediscovered and popularized the in nowadays widely applied
technique for neural network training in the mid 1980s [98–99].
A neural network can be used to calculate a control output signal
hence function as an automatic controller [100]. As described here
previously for statistical controller, neural networks rely on histor-
ical data and development does not require detailed a priori pro-
cess knowledge hence reducing model development time [101].
Linko et al. suggested a neural network for the control of a fermen-
tation process to produce glucoamylase [102]. In 1993 Chtourou
et al. were among the first to apply a neural network for non-
linear control of a continuous stirred tank reactor. The neural con-
troller regulated the dilution rate to maintain a certain substrate
concentration [77]. Only few recent neural network control appli-
cations are described among them the work of Peng et al. from
2013. The authors combined a genetic algorithm with an ANN for
optimization of the production of marine bacteriocin. For the con-
trol strategy fermentation parameters were optimized stagewise
using the combination of ANN and genetic algorithm to create an
optimal control trajectory. By that the authors increased the pro-
duction of marine bacteriocin by 26% [103]. In 2019 Beiroti et al.
developed a control strategy based on a recurrent neural network
(RNN) for the production of hepatitis B surface antigen in a metha-
nol fed batch with Pichia pastoris. The authors reported that the
newly developed RNN was used in a PID control system for main-
taining a predefined specific growth rate at a constant value by
adjusting the methanol feed rate. They report that the RNN based
feedback controller has a ‘‘significantly higher process efficiency”
than a conventional open-loop controller with predefined feeding
strategy [104].
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4.5. Model predictive control

MPC accounts for computer algorithms that use process models
for predicting current output and future responses of a system.
MPC algorithms optimize future process behavior by predicting a
sequence of variable adjustments at every control interval. The
re-calculation of the optimal sequence is repeated for every control
interval which length (minute wise to once an hour) varies
depending on the latency of the process [38,105]. To calculate
the required control action a cost function is minimized over the
whole process time allowing to follow a variables’ trajectory e.g.
maximize productivity or minimize costs, respectively [79,106–
107]. The success of MPC depends on the suitability of the applied
model as well as on the availability of online measurements for
modeled compounds e.g. by soft sensing. If the latter cannot be
considered, e.g. due to probe failure a so-called model-plant mis-
match can occur. If the controller does not recognize the deviation
between model and plant, then the resulting control action will not
be sufficient to minimize this deviation [38]. MPC history begins in
the 1960s with the development of modern control concepts in the
works of Rudolf Kalman and the closely related minimum time
optimal control problem and linear programming discussed by
Zadeh and Whalen in 1962 [41,105,108–110]. At first mostly used
in the petrochemical industry, MPC became also a prominent
advanced control solution in many other disciplines as reviewed
by Quin et al [105]. The very core of ever MPC algorithm is the
moving horizon approach also known as ‘‘open loop optimal feed-
back” proposed in 1963 by Propoi [109,111–112]. In 1978 Richalet
et al. first summarized applications for as they called it model pre-
dictive heuristic control (MPHC) [113]. In 2003 Qui et al. reported
>4600 applications for MPC but none explicitly assigned to biopro-
cesses [105]. Zhu et al. were among the first to propose MPC appli-
cations for bioprocesses in the year 2000. They transferred the
concepts of model predictive control from chemical engineering
(e.g. for regulation of size distribution in industrial crystallizers)
to a continuous yeast bioreactor. They developed a dynamic model,
which combined population balance equations (PBE) to estimate
cell mass distribution with substrate mass balance. The numerical
solution procedure to approximate the PBE model by an intercon-
nected set of nonlinear ODEs included orthogonal collocation on
finite elements. By linearization and temporally discretizing the
ODEs of the PBE model the resulting linear state space model could
be applied to the MPC concept. The control variable was the dis-
cretized cell number distribution and the manipulated variables
were dilution rate as well as substrate concentration in the feed
solution. With the MP controller the authors were able to stabilize
steady-state conditions and periodic solutions for the continuous
yeast bioreactor [78]. Also, in the year 2000 Kovárová-Kovar pro-
posed a MPC based on an ANN which replaced a knowledge-
based model for riboflavin formation. The optimization goal was
to maximize total product titer as well as product yield. The
manipulated variable was the feed rate and the authors were able
to increase product concentration and yield by >10% [114]. MPC
strategies can be distinguished by the inherent optimization prob-
lem. For example, MPCs have been used in the recent years to fol-
low the trajectory of biomass concentration [115] or substrate
concentration [116] respectively. Other than following a trajectory
an MPC approach can also be used to maximize a process variable
namely product (ethanol) concentration as shown in 2016 by
Chang et al. The authors used a dynamic flux balance model and
adjusted feed rate as well as DO to maximize ethanol concentra-
tions which they could increase by 8.0–14.7% compared to the con-
ventional open-loop operating policy [117]. Table 2 provides an
overview of the most recent trends for applied modeling technqi-
ues in bioprocess control.



Table 2
Most recently (2016 – today) applied modeling techniques in bioprocess control.

Model category /
applied model

(Control) task Organism/
Product

Source
/ Year

Adaptive control /
generic model
control & linear
Kalman filter

Maximize biomass
production & maintain
substrate
concentration at
optimum by optimal
feeding strategy

E. coli /
biomass

[84] /
2019

Statistical control /
multivariate
statistical control
model, Raman
spectroscopy &
correlation
optimized
wrapping

Early detection of
abnormal operation
conditions and
contaminated batches
for antibody
production in cell
cultures

Chinese
hamster ovary
(CHO) cell line
/ IgG
antibodies

[86] /
2019

Statistical control /
adaptive multiway
partial least squares
model & quadratic
cost function

Batch to batch
optimization of
biomass- respectively
penicillin yield by
adjusting glucose
feeding

S. cerevisiae /
penicillin

[87,88]
/ 2016–
2020

Fuzzy control / fuzzy
control system

Dissolved oxygen (DO)
levels

E. coli /
heterologous
protein

[96] /
2018

Neural network
control / RNN

Controlling growth
rate by methanol
feeding strategy

P. pastoris /
hepatitis B
surface antigen

[104] /
2019

Model predictive
control / dynamic
flux balance model

Maximizing ethanol
concentration by
adjusting feed rate &
DO levels

S. cerevisiae /
ethanol

[117] /
2016
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5. Process optimization and integrative modeling concepts

Depending on the product and consumer acceptance, non-
GMOs are often preferred in bioprocesses. Therefore, strain engi-
neering cannot be performed which would optimize the process
outcome. This leaves smart process control as the go to option to
maximize production efficiency. Bioprocesses optimization today
is in many cases still empirical and involves either laborious design
of experiment (DoE) or availability of representative data along
with data driven methods (e.g. ANNs). This makes process develop-
ment time consuming and costly [118]. Traditional empirical pro-
cess development based on expert knowledge and trial-and-error
cycles is associated with long development times that increase
the time-to-market hence leading to a loss in profits [27,119].
Including mathematical models into the DoE workflow presents a
powerful tool to accelerate the optimization of bioprocess that
are subjected to dynamic changes in culture-, environmental and
feed conditions as reviewed by Abt et al. The overall goal of DoE
is to optimize process variables with respect to a desired result
(e.g. product titer) respectively to validate a hypothesis. The most
commonly applied method for experimental design is statistical
DoE [118].

Ronald A. Fisher, a British statistician and pioneer of statistical
DoE, first introduced the concept of statistical planning and evalu-
ation for field experiments in agriculture to assess the effect of e.g.
fertilizer treatments on crop growth in the 1920s as summarized
by Box [120]. In his early works, Fisher grouped different lands
with the same experimental conditions in blocks. When he com-
pared the blocked experiments, he was able to increase precision
and decrease the error. After the introduction of Fishers concepts
for randomization, replication and blocking they fast became
state-of-the-art practice. Different authors adopted Fishers tech-
niques for experimental design as reviewed in [121] among them
Box and Wilson who introduced the response surface method
(RSM) in 1951 [122]. RSM may be used for the optimization of
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multi parameter processes and accounts for ‘‘a collection of statis-
tical techniques used for studying the relationships between mea-
sured responses and independent input variables” [123]. In their
work Box and Wilson used a polynomial model to approximate
an optimized response with a sequence of experiments [122].
When applied to a bioprocess the RSM on the one hand bears the
advantage that only little process knowledge is required but on
the other hand a static model is used which neglects process
dynamics and trajectories. The still rarely used RSM concept was
applied for bioprocesses in 1967 by Auden et al. The group was
among the first to perform growth medium optimization using
RSM [124]. In traditional DoE, experimental space is adapted in
an iterative, costly and time-consuming manner with a sequence
of experiments [118,125]. This is because process variables and
boundaries of process variables in traditional DoE are defined by
expert knowledge which does not consider process dynamics
[118,126–127]. This may lead to poor decision making and is
opposed to the quality by design (QbD) approach issued in the
guideline Q8(R2) of the international conference of harmonization
(ICH) [118,128]. By deploying model-assisted DoE, the number of
experiments for an iterative adaptation of the experimental space
may be reduced and process dynamics included into the decision
process [118]. Experiments can be designed to optimize the pro-
cess itself along with the process model (iterative learning) [129]
or to estimate model parameters (model-based design of experi-
ments) [130]. For iterative learning mechanistic, empirical or
hybrid models were used and are usually updated batch-to-batch
[131–133]. Whereas in 2007 Teixeira et al. reported to update their
process model sample-to-sample. While running the experiments,
the metabolic model was reparametrized at each sampling point to
recalculate the optimal feeding strategy of glucose and glutamine
to produce a recombinant glycoprotein in BHK-21A cultures
[134]. In 2012 Morales-Rodriguez et al. worked on the comparably
new approach of optimizing a bioprocess by identifying sources of
uncertainties. Uncertainties were identified via global sensitivity
analysis. Subsequently an uncertainty analysis was conducted to
quantify their effect on performance evaluation metrics and
stochastic programming was used for process development consid-
ering these uncertainties [135]. In 2016 Stosch et al. introduced the
concept of what they referred to as intensified DoE to upstream
bioprocess optimization and development. Intensified DoE is a
hybrid solution that combines the inherent process knowledge of
mathematical models with statistical DoE. Stosch et al. evaluated
intraexperimental variations in combination with dynamic model-
ing to exploit the process operation space in a manner of DoE. They
concluded that the number of experiments, in limit, can be
decreased by the number of intraexperimental variations per
experiment [136]. In the follow-up work of Stosch et al. in 2017
they were able to reduce the amount of required experiments by
40% compared to traditional DoE. Here they combined DoE meth-
ods with a hybrid model framework to characterize an E. coli culti-
vation process [137].
6. Current research and future trends

When looking at current research and possible future trends
(Fig. 4) one may notice that models tend to get more detailed
becoming an ever more accurate representation of reality. Initially
proposed in 1979, whole cell models (WCMs) represent such a
trend towards a higher degree of model accuracy [138]. The con-
struction and validation of comprehensive WCMs that mirror cel-
lular physiology considering e.g. transcription, regulation and
protein expression pathways is an extensive task. WCMs consider
the incorporated use of all genes, gene products andmolecules pre-
dicting how genotype determines phenotype. When built the



Fig. 4. Trends of future and current model-based techniques with proposed
assignment to bioreactor, process and molecular & metabolic layer of modeling.

2 https://www.youtube.com/watch?v=2dCz3oL2rTw accessed 06/2020
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WCMs may be used as a digital microscope to unmask potentially
hidden biochemical interconnections which are difficult or impos-
sible to asses with physical experiments. Karr et al. described the
key features of their bacterial whole cell models as: ‘‘single cellu-
larity; functional, genetic, molecular, and temporal completeness;
biophysical realism including temporal dynamics and stochastic
variation; species-specificity; and model integration and repro-
ducibility”. Dror et al. report that with increasing computational
power, it becomes possible to capture molecular dynamics of cells
(e.g. protein folding, drug binding, and membrane transport) in
atomic detail. Conceivable applications for WCMs are in (personal-
ized) medicine, bioengineering and bioscience [139–141]. In paral-
lel flux balance models of bacterial metabolism (in genome-scale)
were constructed and updated to represent the cellular metabolic
network in ever more detail. Varma and Palsson reported the first
static genome-scale flux balance model in 1994 [142]. The flux bal-
ance models have been extended to account for transcription,
translation and signaling [143–145]. In 2011 Orth et al. presented
a reconstruction of the genome of E. coli considering 1366 genes
(covers ~ 32% of 4325 E. coli ORF) and 2251 metabolic reactions
with 1136 unique metabolites [146]. The scale-up of bioreactors
and biotechnological processes is a critical operation in industrial
biotechnology. In many cases, due to limitations in the applied
methodology, a scale-up results in reduced titers, yields or produc-
tivities [147]. For the layout and design of bioreactors, mainly of
the stirred tank type, there was a strong focus on the numerical
simulation and analysis of local effects in the 1980’s [148–150].
However, the models developed at that time could not be used
for the modeling of entire reactors due to a lack of computing
power [151]. The validation was usually carried out with simple
substance mixtures on laboratory scale. Complex or industrial sys-
tems have only been investigated to a limited extent. Due to vari-
ous interconnected dependencies such as bubble size distribution,
local turbulence variable backmixing, concentration distribution
and mass transfer the results of the investigated laboratory sys-
tems can hardly be transferred to industrial scale [152–153]. In
2014 the authors Jablonski & Lukaszewicz described a method
for the evaluation of microbial biomass concentration for ADM1.
The calibration of the model was performed using real world data
from a CSTR reactor. To calculate the initial state of microorganism
communities that utilize acetate and propionate the specific anaer-
obic activity was used [154]. In the following year the same group
published an article using an optimized ADM1 model that could
simulate a continuous fermentation process using rapeseed oilcake
as substrate with high accuracy [155]. In a different study, the suc-
cessful application of a model to a large-scale industrial process
has for example been realized with the anaerobic digestion model
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no.1 (ADM1). It has successfully been applied to describe the per-
formance of a full-scale anaerobic sludge digester of a municipal
waste water treatment plant. The authors performed a model cal-
ibration (dataset of 200 days) and validation (independent dataset
of 360 days) to describe parameters like chemical oxygen demand,
pH, alkalinity as well as methane production [156]. For the descrip-
tion of biological cellular systems, various approaches such as
unstructured kinetic models or population models are common,
which can be solved with numerical methods [20,157–159]. To
obtain detailed information about the flow conditions in bioreac-
tors, these models are combined with CFD (computational fluid
dynamics) methods. Thus, changes of mass transfer surfaces and
relevant properties can be tracked in time and space. This also
allows a representation of the flow conditions, heterogeneities
and mixing processes in the system, which can be used for scale
transfer of biotechnological processes accounting for effects on
biomass resulting due to an industrial scale-up [160]. As such, by
combining CFD and model for microbially catalyzed reactions,
specific cell states such as stress response as well as (specific) pro-
duction rates can be predicted depending on the geometry and
scaling of the bioreactor [161–162]. The application of these
approaches in real-time is nowadays still restricted to comparably
simple systems at lower resolutions, as merging CFD and dynamic
models for microbially catalyzed reactions is accompanied by a
high demand of processing power. In the future, these integrated
approaches are a promising trend for a truly knowledge-based
bioreactor scale-up and layout [147]. Eventually, once real-time
operation is made feasible, this approach can be advanced to a
framework for online control of bioprocesses. The ultimate digital
representation of an entire process is the so called ‘‘digital twin”.
The digital twin as fully digitized process may be used to reduce
the amount of experiments required drastically and to approxi-
mate optimal working conditions. The digital twin concept was
introduced by Michael Grieves originally for the formation of a
product lifecycle management center in 2002. He reported that
the concept of the digital twin ‘‘is based on the idea that a digital
informational construct about a physical system could be created
as an entity on its own. This digital information would be a ‘‘twin”
of the information that was embedded within the physical system
itself and be linked with that physical system through the entire
lifecycle of the system” [163]. The concept remained the same over
the years since its introduction in 2002. The term ‘‘digital twin”
whereas evolved from originally ‘‘mirrored spaces model” (2005)
to ‘‘information mirroring model” (2006) and finally ‘‘digital twin”
[164–168]. Grieves summarized his works in 2019 and mentions
John Vickers of NASA who coined the name digital twin for the
model [168]. NASA has been using the name in their technology
roadmaps for sustainable space exploration in 2010 [169]. The
VP of Software Research at GE, Colin Harris, introduced the digital
twin as a tool for industrial processes in 2016 2(Fig. 4).

In his presentation, he remotely mitigated damages of a wind
turbine by interacting with a voice-activated software, which he
called ‘‘Twin”. For digital twins in bioprocesses, Zobel-Roos et al.
oppose efforts to benefits of digital twins for applications in biolog-
ics manufacturing with regard to the QbD and PAT framework
[170]. The application of digital twins to develop ‘‘smart” processes
for ‘‘Biopharma 4.0” has recently been reported by Nargund et al. in
2019. They state that digital twins enable real time process analy-
sis, control, extrapolation and optimization which may be summa-
rized as predictive manufacturing [171]. A decade in the future,
industry will be heavily influenced by concepts like internet of
things and machine learning. These concepts are related to the
generic term industry 4.0. A higher or full degree of automation

https://www.youtube.com/watch%3fv%3d2dCz3oL2rTw
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without the need for operators to interfere into the bioprocess will
be achieved. If an intervention is needed after all, the process will
be controllable and monitored remotely. All bioprocesses could be
entirely mirrored by a digital twin which is used for simulations
and predictions. Growing data clouds with increasing data density,
quantity and quality along with new, prior unmeasurable state
variables will become reality [172].

With an evolving industrial bioeconomy, a new demand and
specific requirements for model-based methods emerged. In a
bio-economy, the aim is to use substrates such as sugars or organic
acids as efficiently as possible. One of the main sources of carbon,
for example, are lignocellulosic hydrolyzates. However, the compo-
sition of this substrate is strongly dependent on the batch and raw
material used. Especially with regard to a preferably complete con-
version of the substrates within the framework of efficient pro-
cesses, problems arise in process optimization, as different
process sequences are always necessary (e.g. real-time adjustment
of feed rates/profile). For this purpose, an optimization using real-
time data is necessary, which requires specialized soft sensors and
models. These can for example be realized using AI-based methods
(Fig. 4). Therefore, especially in the context of complex biological
problems, AI provides an interesting and versatile framework for
model development with the potential for broad applications.

7. Summary and outlook

In the last decades a strong continued development and
advancement of modeling techniques as well as a concomitant
improvement of hardware resources has taken place. Due to
increasing capacities of new hardware, performance-intensive con-
cepts become realizable. Currently, computing capacity only
reaches its limits for specific applications with very high perfor-
mance requirements (e.g. CFD or WCM). Furthermore, current
trends are also determined by fields of application, such as the
emerging industrial bioeconomy. Future industrial processes will
only be successful if they are closely interwoven in process devel-
opment steps and optimized for resource and cost efficiency. This
leads to a trend towards an adaptive advanced process control.
The general data availability and density is increasing, also due
to high-throughput omics platform technologies as well as new
soft sensors concepts. Initially fueled by governmental guidelines
like the PAT initiative of the FDA, novel soft sensors and techniques
have since then evolved to ensure product quality and provide data
in real time. The aim of future modeling approaches will be to cre-
ate broadly applicable, flexible, and robust technologies for indus-
trial biotechnology. Added value from this integrative concept will
result from the interaction between the biological and technical
components as a driving force for future cutting-edge technologies
and their way into commercial application. Altogether, modeling
will play an increasingly important role in biotechnology, which
will ultimately lead to the application of models in several fields
of the process development chain as well as a higher degree of
automation and integrative process development and manage-
ment in the near future.

8. Additional online sources for computer hardware
development and comparison

a. Historical development: https://www.computerhistory.
org/timeline/computers/, accessed 05/2020

b. HDD and RAM pricing and performance data: http://www.
jcmit.net/, accessed 05/2020

c. Linpack algorithm for CPU performance: Jack J. Dongarra,
http://netlib.org/benchmark/performance.pdf, accessed
06/2020
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d. MATLAB program for counting floating point operations:
Hang Qian, Counting the Floating Point Operations (FLOPS),
2020, https://www.mathworks.com/matlabcentral/fileex-
change/50608-counting-the-floating-point-operations-flops,
MATLAB Central File Exchange, accessed 06/2020

e. CPU performance data: Roy Longbottom, http://www.roy-
longbottom.org.uk/linpack%20results.htm, http://www.
netlib.org/benchmark/linpackjava/timings_list.html,
https://setiathome.berkeley.edu/cpu_list.php, accessed
06/2020

f. NIH principal investigator budget: NIH Office of Budget
Homepage, https://officeofbudget.od.nih.gov/, NIH Data
Book (NDB), https://report.nih.gov/nihdatabook/, accessed
05/2020

g. NCBI database volume: https://www.ncbi.nlm.nih.gov/gen-
bank/statistics/, accessed 02/2020

h. Internet bandwidth comparison by country and year:
Speedtest Global Index, Ookla LLC, Seattle, WA, USA,
https://www.speedtest.net/global-index, accessed 02/2020

CRediT authorship contribution statement

Philipp Noll: Conceptualization, Methodology, Formal analysis,
Investigation, Writing - original draft, Writing - review & editing,
Visualization. Marius Henkel: Conceptualization, Methodology,
Formal analysis, Investigation, Writing - original draft, Writing -
review & editing, Visualization, Supervision, Project
administration.

Declaration of Competing Interest

The authors declare that they have no known competing finan-
cial interests or personal relationships that could have appeared
to influence the work reported in this paper.

Acknowledgements

The authors would like to thank Gert M. Henkel for scientific
discussion on computer science and hardware development.

References

[1] Luttmann R et al. Soft sensors in bioprocessing: A status report and
recommendations. Biotechnol J 2012;7:1040–8.

[2] Mandenius CF. Recent developments in the monitoring, modeling and control
of biological production systems. Bioprocess Biosyst Eng 2004;26:347–51.

[3] Bailey JE. Mathematical modeling and analysis in biochemical engineering:
Past accomplishments and future opportunities. Biotechnol Prog
1998;14:8–20.

[4] Johnson A. The control of fed-batch fermentation processes—A survey.
Automatica 1987;23:691–705.

[5] Rathore AS, Bhambure R, Ghare V. Process analytical technology (PAT) for
biopharmaceutical products. Anal Bioanal Chem 2010;398:137–54.

[6] Hinz DC. Process analytical technologies in the pharmaceutical industry: The
FDA’s PAT initiative. Anal Bioanal Chem 2006;384:1036–42.

[7] Administration F.D. Guidance for Industry, PAT-A Framework for Innovative
Pharmaceutical Development, Manufacturing and Quality Assurance. (2004).

[8] de Assis AJ, Filho RM. Soft sensors development for on-line bioreactor state
estimation. Science (80-.) 2000;24:1099–103.

[9] Penfold WJ, Norris D. The relation of concentration of food supply to the
generation-time of bacteria. J Hyg (Lond) 1912;12:527–31.

[10] Hinshelwood CN. Influence of temperature on the growth of bacteria. in The
chemical kinetics of the bacterial cell 254–257. Oxford: Clarendon Press;
1946.

[11] Monod J. The Growth of Bacterial Cultures. Annu Rev Microbiol
1949;3:371–94.

[12] Michaelis L, Menten ML. Die Kinetik der Invertinwirkung. Biochem Z
1913;49:333–69.

[13] Herbert D. Continuous culture of microorganisms; some theoretical aspects.
Contin Cultiv Microorg a Symp 1958;45–52.

[14] Henze M, Gujer W, Mino T, van Loosedrecht M. Activated Sludge Models
ASM1, ASM2, ASM2d and ASM3. Water Intell. Online 2015;5:iii.

https://www.computerhistory.org/timeline/computers/
https://www.computerhistory.org/timeline/computers/
http://www.jcmit.net/
http://www.jcmit.net/
http://netlib.org/benchmark/performance.pdf
https://www.mathworks.com/matlabcentral/fileexchange/50608-counting-the-floating-point-operations-flops
https://www.mathworks.com/matlabcentral/fileexchange/50608-counting-the-floating-point-operations-flops
http://www.roylongbottom.org.uk/linpack%2520results.htm
http://www.roylongbottom.org.uk/linpack%2520results.htm
http://www.netlib.org/benchmark/linpackjava/timings_list.html
http://www.netlib.org/benchmark/linpackjava/timings_list.html
https://setiathome.berkeley.edu/cpu_list.php
https://officeofbudget.od.nih.gov/
https://report.nih.gov/nihdatabook/
https://www.ncbi.nlm.nih.gov/genbank/statistics/
https://www.ncbi.nlm.nih.gov/genbank/statistics/
https://www.speedtest.net/global-index
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0005
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0005
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0010
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0010
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0015
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0015
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0015
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0020
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0020
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0025
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0025
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0030
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0030
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0040
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0040
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0045
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0045
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0050
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0050
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0050
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0055
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0055
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0060
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0060
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0065
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0065
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0070
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0070


P. Noll and M. Henkel Computational and Structural Biotechnology Journal 18 (2020) 3309–3323
[15] Makinia J. Mathematical Modelling and Computer Simulation of Activated
Sludge Systems. Water Intell Online 2010;9.

[16] Rojas R. How to make Zuse’s Z3 a universal computer. IEEE Ann Hist Comput
1998;20:51–4.

[17] Moore, G. E. Cramming more components onto integrated circuits, Reprinted
from Electronics, volume 38, number 8, April 19, 1965, pp.114 ff. IEEE Solid-
State Circuits Soc. Newsl. 11, 33–35 (2006).

[18] Powell JR. The Quantum Limit to Moore’s Law. Proc IEEE 2008;96:1247–8.
[19] Stojcev M, Tokic T, Milentijevic I. The limits of semiconductor technology and

oncoming challenges in computer micro architectures and architectures.
Facta Univ - Ser Electron Energ 2004;17:285–312.

[20] Henkel M et al. Kinetic modeling of rhamnolipid production by Pseudomonas
aeruginosa PAO1 including cell density-dependent regulation. Appl Microbiol
Biotechnol 2014;98:7013–25.

[21] Real-Time Optimization Special Issue. (MDPI, 2017).
[22] Almudever CG, Lao L, Wille R, Guerreschi GG. Realizing Quantum Algorithms

on Real Quantum Computing Devices. in 2020 Design, Automation & Test in
Europe Conference & Exhibition (DATE) 864–872 (IEEE, 2020). doi:10.23919/
DATE48585.2020.9116240

[23] AI Quantum G. Hartree-Fock on a superconducting qubit quantum computer.
Science (80-.). 2020;369:1084–9.

[24] Benson DA et al. GenBank. Nucleic Acids Res 2012;41:D36–42.
[25] Altschul SF, Gish W, Miller W, Myers EW, Lipman DJ. Basic local alignment

search tool. J Mol Biol 1990;215:403–10.
[26] Harms P, Kostov Y, Rao G. Bioprocess monitoring. Curr Opin Biotechnol

2002;13:124–7.
[27] Narayanan H et al. Bioprocessing in the Digital Age: The Role of Process

Models. Biotechnol J 2020;15:1–10.
[28] Veloso AC, Ferreira EC. Online Analysis for Industrial Bioprocesses: Broth

Analysis. Curr Dev Biotech Bioeng: Bioprocesses, Bioreactors Controls
(Elsevier B.V.) 2017. https://doi.org/10.1016/B978-0-444-63663-8.00023-9.

[29] Johnson MJ, Borkowski J, Engblom C. Steam sterilizable probes for dissolved
oxygen measurement. Biotechnol Bioeng 1964;6:457–68.

[30] Clark LC, Wolf R, Granger D, Taylor Z. Continuous recording of blood oxygen
tensions by polarography. J Appl Physiol 1953;6:189–93.

[31] Chmiel, H. Bioprozesstechnik. (Spektrum Akademischer Verlag, 2011).
[32] Severinghaus JW, Bradley AF. Electrodes for Blood pO 2 and pCO 2

Determination. J Appl Physiol 1958;13:515–20.
[33] Van Steenkiste F et al. A microsensor array for biochemical sensing. Sensors

Actuators, B Chem. 1997;44:409–12.
[34] Koncki R, Wolfbeis OS. Composite films of Prussian Blue and N-substituted

polypyrroles: Fabrication and application to optical determination of pH.
Anal Chem 1998;70:2544–50.

[35] Sotomayor PT et al. Construction and evaluation of an optical pH sensor based
on polyaniline-porous Vycor glass nanocomposite. Sensors Actuators, B
Chem. 2001;74:157–62.

[36] Voigt H, Schitthelm F, Lange T, Kullick T, Ferretti R. Diamond-like carbon-gate
pH-ISFET. Sensors Actuators, B Chem. 1997;44:441–5.

[37] Lubbers DW, Opitz NZ. The pCO2 /pO2 -optode: a new probe for
measurement of pCO2 or pO2 in fluids and gases. Zeitschrift für
Naturforsch. C. A. J Biosci 1975;30c:532–3.

[38] Sommeregger W et al. Quality by control: Towards model predictive control
of mammalian cell culture bioprocesses. Biotechnol J 2017;12:1–7.

[39] Montague GA, Morris AJ, Tham MT. Enhancing bioprocess operability with
generic software sensors. J. Biotechnol. 1992;25:183–201.

[40] Zhao Y. Studies on Modeling and Control of Continuous Biotechnical
Processes. Norwegian University of Science and Technology; 1996.

[41] Kalman RE. A new approach to linear filtering and prediction problems. J
Fluids Eng Trans ASME 1960;82:35–45.

[42] Kalman RE, Bucy RS. New results in linear filtering and prediction theory. J
Fluids Eng Trans ASME 1961;83:95–108.

[43] Cooney CL, Wang HY, Wang DIC. Computer-aided material balancing for
prediction of fermentation parameters. Biotechnol Bioeng 2006;95:327–32.

[44] Shioya S, Takamatsu T, Dairaku K. Measurement of State Variables and
Controlling Biochemical Reaction Processes. IFAC Proc 1983;16:13–25.

[45] Shioya S, Shimizu H, Ogata M, Takamatsu T. Simulation and Experimental
Studies of the Profile Control of the Specific Growth Rate in a Fed-batch
Culture. IFAC Proc 1985;18:79–84.

[46] Thibault J, Van Breusegem V, Chéruy A. On-line prediction of fermentation
variables using neural networks. Biotechnol Bioeng 1990;36:1041–8.

[47] Psichogios DC, Ungar LH. A hybrid neural network-first principles approach to
process modeling. AIChE J 1992;38:1499–511.

[48] Albiol J, Robusté J, Casas C, Poch M. Biomass Estimation in Plant Cell Cultures
Using an Extended Kalman Filter. Biotechnol Prog 1993;9:174–8.

[49] Neeleman R, Van Den End EJ, Van Boxtel AJB. Estimation of the respiration
quotient in a bicarbonate buffered batch cell cultivation. J Biotechnol
2000;80:85–94.

[50] Scarff M, Arnold SA, Harvey LM, McNeil B. Near infrared spectroscopy for
bioprocess monitoring and control: Current status and future trends. Crit Rev
Biotechnol 2006;26:17–39.

[51] Hitzmann B et al. The control of glucose concentration during yeast fed-batch
cultivation using a fast measurement complemented by an extended Kalman
filter. Bioprocess Eng 2000;23:337–41.

[52] Liao JC. Fermentation data analysis and state estimation in the presence of
incomplete mass balance. Biotechnol Bioeng 1989;33:613–22.
3321
[53] Saner U, Stephanopoulos G. Application of pattern recognition techniques to
fermentation data analysis. IFAC Symp Ser 1992;25:123–8.

[54] McCulloch WS, Pitts W. A logical calculus of the ideas immanent in nervous
activity. Bull Math Biophys 1943;5:115–33.

[55] Holmes JH. Knowledge Discovery in Biomedical Data: Theory and Methods. in
Methods in Biomedical Informatics: A Pragmatic Approach 179–240 (Elsevier
Inc., 2014). doi:10.1016/B978-0-12-401678-1.00007-5

[56] Takahashi MB et al. Artificial neural network associated to UV/Vis
spectroscopy for monitoring bioreactions in biopharmaceutical processes.
Bioprocess Biosyst Eng 2015;38:1045–54.

[57] Pais DAM, Portela RMC, Carrondo MJT, Isidro IA, Alves PM. Enabling PAT in
insect cell bioprocesses: In situ monitoring of recombinant adeno-associated
virus production by fluorescence spectroscopy. Biotechnol Bioeng
2019;116:2803–14.

[58] Hu W et al. Electronic Noses: From Advanced Materials to Sensors Aided with
Data Processing. Adv Mater Technol 2019;4:1–38.

[59] Zhang D, Del Rio-Chanona EA, Petsagkourakis P, Wagner J. Hybrid physics-
based and data-driven modeling for bioprocess online simulation and
optimization. Biotechnol Bioeng 2019;116:2919–30.

[60] Kager J, Fricke J, Becken U, Herwig C. A Generic Biomass Soft Sensor and Its
Application in Bioprocess Development. Eppend - Appl Note 2017;1–8.

[61] Kager J, Tuveri A, Ulonska S, Kroll P, Herwig C. Experimental verification and
comparison of model predictive, PID and model inversion control in a
Penicillium chrysogenum fed-batch process. Process Biochem 2020;90:1–11.

[62] Bayer B, von Stosch M, Melcher M, Duerkop M, Striedner G. Soft sensor based
on 2D-fluorescence and process data enabling real-time estimation of
biomass in Escherichia coli cultivations. Eng Life Sci 2020;20:26–35.

[63] García C, Alcaraz W, Acosta-Cárdenas A, Ochoa S. Application of process
system engineering tools to the fed-batch production of poly(3-
hydroxybutyrate-co-3-hydroxyvalerate) from a vinasses–molasses Mixture.
Bioprocess Biosyst Eng 2019;42:1023–37.

[64] Beiroti A, Aghasadeghi MR, Hosseini SN, Norouzian D. Application of
recurrent neural network for online prediction of cell density of
recombinant Pichia pastoris producing HBsAg. Prep Biochem Biotechnol
2019;49:352–9.

[65] Pappenreiter M, Sissolak B, Sommeregger W, Striedner G. Oxygen uptake rate
soft-sensing via dynamic kl a computation: Cell volume and metabolic
transition prediction in mammalian bioprocesses. Front Bioeng Biotechnol
2019;7:1–16.

[66] Mainka T, Mahler N, Herwig C, Pflügl S. Soft sensor-based monitoring and
efficient control strategies of biomass concentration for continuous cultures
of Haloferax mediterranei and their application to an industrial production
chain. Microorganisms 2019;7.

[67] Spann R et al. A probabilistic model-based soft sensor to monitor lactic acid
bacteria fermentations. Biochem Eng J 2018;135:49–60.

[68] Goldrick S et al. On-Line Control of Glucose Concentration in High-Yielding
Mammalian Cell Cultures Enabled Through Oxygen Transfer Rate
Measurements. Biotechnol J 2018;13.

[69] Grayson P. Computer control of batch fermentation. Process Biochem
1969;4:43–61.

[70] Yamashita S, Hoshi H, Inagaki T. Automatic control and optimization of
fermentation processes: glutamic acid. Ferment Adv 1969;441–463.

[71] Rolf MJ, Lim HC. Computer control of fermentation processes. Enzyme Microb
Technol 1982;4:370–80.

[72] Nyiri LK. A philosophy of data acquisition, analysis, and computer control of
fermentation processes. Dev Ind Microbiol 1972;13:136–45.

[73] Simutis R, Lübbert A. Bioreactor control improves bioprocess performance.
Biotechnol J 2015;10:1115–30.

[74] Mclnnis BC, Lin C-Y, Brandt Butler P. Adaptive Microcomputer Dissolved
Oxygen Control for Wastewater Treatment. IFAC Proc 1979;12:789–93.

[75] Kishimoto M, Sawano T, Yoshida T, Taguchi H. Application of a statistical
procedure for the control of yeast production. Biotechnol Bioeng
1984;26:871–6.

[76] Nakamura T, Kuratani T, Morita Y. Fuzzy Control Application to Glutamic Acid
Fermentation. IFAC Proc 1985;18:231–5.

[77] Chtourou M, Najim K, Roux G, Dahhou B. Control of a bioreactor using a
neural network. Bioprocess Eng 1993;8:251–4.

[78] Zhu GY, Zamamiri A, Henson MA, Hjortsø MA. Model predictive control of
continuous yeast bioreactors using cell population balance models. Chem Eng
Sci 2000;55:6155–67.

[79] Mears L, Stocks SM, Sin G, Gernaey KV. A review of control strategies for
manipulating the feed rate in fed-batch fermentation processes. J Biotechnol
2017;245:34–46.

[80] Kalman RE. Design of a self-optimizing control system. Trans ASME
1958;80:468–78.

[81] Aström KJ. Adaptive Control. Math Syst Theory 1991;437–438.
[82] Bastin G, Dochain D, Haest M, Installé M, Opdenacker P. Modelling and

Adaptive Control of a Continuous Anaerobic Fermentation Process. IFAC Proc
1983;16:299–306.

[83] Dochain D, Bastin G. Adaptive identification and control algorithms for
nonlinear bacterial growth systems. Automatica 1984;20:621–34.

[84] Abadli M, Dewasme L, Dumur D, Tebbani S, Wouwer A. Vande. Generic model
control of an Escherichia coli fed-batch culture. 2019 23rd Int. Conf. Syst.
Theory, Control Comput. ICSTCC 2019 - Proc. 212–217 (2019). doi:10.1109/
ICSTCC.2019.8886116

http://refhub.elsevier.com/S2001-0370(20)30440-2/h0075
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0075
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0080
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0080
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0090
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0095
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0095
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0095
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0100
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0100
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0100
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0120
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0125
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0125
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0130
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0130
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0135
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0135
https://doi.org/10.1016/B978-0-444-63663-8.00023-9
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0145
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0145
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0150
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0150
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0160
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0160
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0165
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0165
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0170
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0170
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0170
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0175
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0175
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0175
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0180
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0180
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0185
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0185
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0185
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0190
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0190
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0195
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0195
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0200
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0200
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0205
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0205
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0210
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0210
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0215
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0215
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0220
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0220
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0225
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0225
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0225
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0230
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0230
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0235
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0235
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0240
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0240
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0245
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0245
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0245
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0250
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0250
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0250
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0255
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0255
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0255
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0260
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0260
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0265
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0265
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0270
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0270
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0280
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0280
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0280
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0285
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0285
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0285
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0285
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0290
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0290
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0295
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0295
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0295
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0300
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0300
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0305
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0305
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0305
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0310
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0310
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0310
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0315
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0315
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0315
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0315
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0320
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0320
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0320
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0320
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0325
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0325
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0325
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0325
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0330
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0330
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0330
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0330
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0335
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0335
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0340
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0340
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0340
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0345
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0345
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0350
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0350
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0355
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0355
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0360
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0360
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0365
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0365
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0370
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0370
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0375
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0375
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0375
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0380
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0380
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0385
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0385
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0390
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0390
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0390
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0390
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0395
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0395
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0395
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0400
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0400
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0405
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0410
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0410
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0410
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0415
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0415


P. Noll and M. Henkel Computational and Structural Biotechnology Journal 18 (2020) 3309–3323
[85] Albert S, Kinley RD. Multivariate statistical monitoring of batch processes: An
industrial case study of fermentation supervision. Trends Biotechnol.
2001;19:53–62.

[86] Liu YJ et al. Multivariate statistical process control (MSPC) using Raman
spectroscopy for in-line culture cell monitoring considering time-varying
batches synchronized with correlation optimized warping (COW). Anal Chim
Acta 2017;952:9–17.

[87] Duran-Villalobos CA, Lennox B, Lauri D. Multivariate batch to batch
optimisation of fermentation processes incorporating validity constraints. J
Process Control 2016;46:34–42.

[88] Duran-Villalobos CA, Goldrick S, Lennox B. Multivariate statistical process
control of an industrial-scale fed-batch simulator. Comput Chem Eng
2020;132:106620.

[89] Menger MK. Ensembles flous et fonctions aléatoires. in Selecta Mathematica
445–447 (Springer Vienna, 2003). doi:10.1007/978-3-7091-6045-9_38

[90] Dubois D, Prade H. The first steps in fuzzy set theory in France forty years ago
(and before) ⁄. 24eme Conf. Francoph. sur la Log. Floue ses Appl. (LFA 2015)
2015, (2015).

[91] Zadeh LA. Fuzzy sets. Inf. Control 1965;8:338–53.
[92] Kaufmann A, Bonaert AP. Introduction to the Theory of Fuzzy Subsets-vol. 1:

Fundamental Theoretical Elements. IEEE Trans Syst Man Cybern 1977;7:495–
6.

[93] Lee J, Lee SY, Park S, Middelberg APJ. Control of fed-batch fermentations.
Biotechnol Adv 1999;17:29–48.

[94] Yasunobu S, Miyamoto S, Ihara H. Fuzzy control for automatic train operation
system. IFAC Proc 1983;16:33–9.

[95] Horiuchi JI, Hiraga K. Industrial application of fuzzy control to large-scale
recombinant vitamin B2 production. J Biosci Bioeng 1999;87:365–71.

[96] Akisue RA, Horta ACL, de Sousa R. Development of a fuzzy system for
dissolved oxygen control in a recombinant Escherichia coli cultivation for
heterologous protein expression. Computer Aided Chemical Engineering 43,
(Elsevier Masson SAS, 2018).

[97] Werbos P. Beyond Regression : New Tools for Prediction and Analysis in the
Behavioral. Harvard University; 1974.

[98] Widrow B, Lehr MA. 30 Years of Adaptive Neural Networks: Perceptron,
Madaline, and Backpropagation. Proc IEEE 1990;78:1415–42.

[99] Rumelhart DE, McClelland JL. Learning Internal Representations by Error
Propagation. in Parallel Distributed Processing: Explorations in the
Microstructure of Cognition: Foundations 318–362. MIT Press; 1987.

[100] Hunt KJ, Sbarbaro D, _Zbikowski R, Gawthrop PJ. Neural networks for control
systems—A survey. Automatica 1992;28:1083–112.

[101] Glassey J, Montague GA, Ward AC, Kara BV. Enhanced supervision of
recombinant E. coli fermentation via artificial neural networks. Process
Biochem 1994;29:387–98.

[102] Linko P, Zhu YH. Neural network modelling for real-time variable estimation
and prediction in the control of glucoamylase fermentation. Process Biochem
1992;27:275–83.

[103] Peng J, Meng F, Ai Y. Time-dependent fermentation control strategies for
enhancing synthesis of marine bacteriocin 1701 using artificial neural
network and genetic algorithm. Bioresour Technol 2013;138:345–52.

[104] Beiroti A, Hosseini SN, Aghasadeghi MR, Norouzian D. Comparative study of
l-stat methanol feeding control in fed-batch fermentation of Pichia pastoris
producing HBsAg: an open-loop control versus recurrent artificial neural
network-based feedback control. J Chem Technol Biotechnol
2019;94:3924–31.

[105] Qin SJ, Badgwell TA. Process Control Dynamic. Control Eng Pract
2003;11:733–64.

[106] Seborg DE, Edgar Thomas F. Process Dynamics and Control. in 386–410. John
Wiley & Sons Inc; 2011.

[107] Stanke M, Hitzmann B. Automatic Control of Bioprocesses. in Measurement,
Monitoring, Modelling and Control of Bioprocesses 35–63 (2012).
doi:10.1007/10_2012_167

[108] Zadeh LA. On Optimal Control and Linear Programming. IRE Trans Autom
Control - Corresp 1962;45–46.

[109] Rau M. Nichtlineare modellbasierte prädiktive Regelung auf Basis lernfähiger
Zustandsraummodelle. (Technische Universität München 2003.

[110] Kalman RE. Contributions to the Theory of Optimal Control. Repr. with
Permis. Bol la Soc Mat Mex 1960;5:102–19.

[111] Propoi AI. Use of linear programming methods for synthesizing sampled-data
automatic systems. Autom Remote Control 1963;24:837–44.

[112] Lee JH. Model predictive control: Review of the three decades of
development. Int J Control Autom Syst 2011;9:415–24.

[113] Richalet J, Rault A, Testud JL, Papon J. Model predictive heuristic control.
Automatica 1978;14:413–28.

[114] Kovárová-Kovar K et al. Application of model-predictive control based on
artificial neural networks to optimize the fed-batch process for riboflavin
production. J Biotechnol 2000;79:39–52.

[115] Kuprijanov A, Schaepe S, Simutis R, Lübbert A. Model predictive control made
accessible to professional automation systems in fermentation technology.
Biosyst Inf Technol 2013;2:26–31.

[116] Craven S, Whelan J, Glennon B. Glucose concentration control of a fed-batch
mammalian cell bioprocess using a nonlinear model predictive controller. J
Process Control 2014;24:344–57.

[117] Chang L, Liu X, Henson MA. Nonlinear model predictive control of fed-batch
fermentations using dynamic flux balance models. J Process Control
2016;42:137–49.
3322
[118] Abt V et al. Model-based tools for optimal experiments in bioprocess
engineering. Curr Opin Chem Eng 2018;22:244–52.

[119] Royle KE, Jimenez Del Val I, Kontoravdi C. Integration of models and
experimentation to optimise the production of potential biotherapeutics.
Drug Discov Today 2013;18:1250–5.

[120] Box JFRA. Fisher and the Design of Experiments, 1922–1926. Am Stat
1980;34:1.

[121] Möller J, Pörtner R. Model-Based Design of Process Strategies for Cell Culture
Bioprocesses: State of the Art and New Perspectives. in New Insights into Cell
Culture Technology i, 13 (InTech, 2017).

[122] Box GEP, Wilson KB. On the Experimental Attainment of Optimum
Conditions. J. R. Stat. Soc. Ser. B 1951;13:1–38.

[123] de Oliveira Filho PB, Nascimento MLF, Pontes KV. Optimal Design of a
Dividing Wall Column for The Separation of Aromatic Mixtures using the
Response Surface Method. Computer Aided Chemical Engineering 43,
(Elsevier Masson SAS, 2018).

[124] Auden J, Gruner J, Nüesch J, Knüsel F. Some statistical methods in nutrient
medium optimalisation. Pathol Microbiol (Basel) 1967;30:858–66.

[125] Amanullah A et al. Novel micro-bioreactor high throughput technology for
cell culture process development: Reproducibility and scalability assessment
of fed-batch CHO cultures. Biotechnol Bioeng 2010;106:n/a-n/a.

[126] Mandenius C-F, Brundin A. REVIEW : BIOCATALYSTS AND BIOREACTOR
DESIGN, Bioprocess Optimization, Using Design-of-experiments
Methodology. Biotechnol Progr 2008;24:1191–203.

[127] Legmann R et al. A predictive high-throughput scale-down model of
monoclonal antibody production in CHO cells. Biotechnol Bioeng
2009;104:1107–20.

[128] The International Council for Harmonisation of Technical Requirements for
Pharmaceuticals for Human Use. Requirements for Registration of
Pharmaceuticals for Human Use - Guildlines for Elemental Impurities. ICH
Harmonised Tripartite Guideline: Pharmaceutical Development Q8 (R2) 8,
(2009).

[129] Luna MF, Martínez EC. Iterative modeling and optimization of biomass
production using experimental feedback. Comput Chem Eng
2017;104:151–63.

[130] Liang Y, Yang C, Sun B. Model-based experimental design for nonlinear
dynamical systems with unknown state delay and continuous state
inequalities. Chem Eng Res Des 2020;153:635–56.

[131] Teixeira AP, Clemente JJ, Cunha AE, Carrondo MJT, Oliveira R. Bioprocess
iterative batch-to-batch optimization based on hybrid parametric/
nonparametric models. Biotechnol Prog 2006;22:247–58.

[132] Mehrian M et al. Maximizing neotissue growth kinetics in a perfusion
bioreactor: An in silico strategy using model reduction and Bayesian
optimization. Biotechnol Bioeng 2018;115:617–29.

[133] Jewaratnam J, Zhang J, Hussain A, Morris J. Batch-to-batch iterative learning
control using updated models based on a moving window of historical data.
Procedia Eng 2012;42:206–13.

[134] Teixeira AP, Alves C, Alves PM, Carrondo MJT, Oliveira R. Hybrid elementary
flux analysis/nonparametric modeling: Application for bioprocess control.
BMC Bioinf 2007;8:1–15.

[135] Morales-Rodriguez R, Meyer AS, Gernaey KV, Sin G. A framework for model-
based optimization of bioprocesses under uncertainty: Lignocellulosic
ethanol production case. Comput Chem Eng 2012;42:115–29.

[136] von Stosch M, Hamelink JM, Oliveira R. Toward intensifying design of
experiments in upstream bioprocess development: An industrial Escherichia
coli feasibility study. Biotechnol Prog 2016;32:1343–52.

[137] von Stosch M, Willis MJ. Intensified design of experiments for upstream
bioreactors. Eng Life Sci 2017;17:1173–84.

[138] Shuler ML, Leung S, Dick CC. A mathematical model for the growth of a single
bacterial cell. Ann N Y Acad Sci 1979;326:35–52.

[139] Bhat NG, Balaji S. Whole-Cell Modeling and Simulation: A Brief Survey. New
Gener Comput 2020;38:259–81.

[140] Karr JR, Takahashi K, Funahashi A. The principles of whole-cell modeling. Curr
Opin Microbiol 2015;27:18–24.

[141] Dror RO, Dirks RM, Grossman JP, Xu H, Shaw DE. Biomolecular Simulation: A
Computational Microscope for Molecular Biology. Annu Rev Biophys
2012;41:429–52.

[142] Varma A, Palsson BO. Stoichiometric flux balance models quantitatively
predict growth and metabolic by-product secretion in wild-type Escherichia
coli W3110. Appl Environ Microbiol 1994;60:3724–31.

[143] Thiele I, Jamshidi N, Fleming RMT, Palsson BØ. Genome-Scale Reconstruction
of Escherichia coli’s Transcriptional and Translational Machinery: A
Knowledge Base, Its Mathematical Formulation, and Its Functional
Characterization. PLoS Comput Biol 2009;5:e1000312.

[144] Feist AM, Herrgård MJ, Thiele I, Reed JL, Palsson B. Reconstruction of
biochemical networks in microorganisms. Nat Rev Microbiol
2009;7:129–43.

[145] Min Lee J, Gianchandani EP, Eddy JA, Papin JA. Dynamic analysis of integrated
signaling, metabolic, and regulatory networks. PLoS Comput Biol 2008;4.

[146] Orth JD et al. A comprehensive genome-scale reconstruction of Escherichia
coli metabolism-2011. Mol Syst Biol 2011;7:1–9.

[147] Wang G, Haringa C, Noorman H, Chu J, Zhuang Y. Developing a Computational
Framework To Advance Bioprocess Scale-Up. Trends Biotechnol
2020;38:846–56.

[148] Tomiyama A, Tamai H, Zun I, Hosokawa S. Transverse migration of single
bubbles in simple shear flows. Chem Eng Sci 2002;57:1849–58.

http://refhub.elsevier.com/S2001-0370(20)30440-2/h0425
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0425
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0425
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0430
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0430
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0430
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0430
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0435
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0435
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0435
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0440
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0440
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0440
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0455
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0465
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0465
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0470
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0470
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0475
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0475
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0485
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0485
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0490
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0490
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0495
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0495
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0495
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0500
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0500
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0500
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0505
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0505
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0505
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0510
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0510
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0510
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0515
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0515
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0515
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0520
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0520
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0520
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0520
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0520
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0525
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0525
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0530
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0530
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0540
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0540
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0545
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0545
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0550
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0550
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0555
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0555
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0560
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0560
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0565
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0565
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0570
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0570
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0570
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0575
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0575
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0575
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0580
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0580
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0580
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0585
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0585
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0585
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0590
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0590
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0595
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0595
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0595
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0600
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0600
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0610
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0610
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0620
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0620
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0625
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0625
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0625
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0630
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0630
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0630
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0635
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0635
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0635
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0645
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0645
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0645
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0650
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0650
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0650
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0655
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0655
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0655
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0660
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0660
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0660
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0665
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0665
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0665
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0670
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0670
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0670
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0675
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0675
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0675
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0680
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0680
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0680
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0685
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0685
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0690
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0690
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0695
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0695
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0700
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0700
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0705
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0705
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0705
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0710
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0710
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0710
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0715
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0715
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0715
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0715
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0715
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0720
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0720
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0720
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0725
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0725
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0730
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0730
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0735
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0735
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0735
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0740
http://refhub.elsevier.com/S2001-0370(20)30440-2/h0740


P. Noll and M. Henkel Computational and Structural Biotechnology Journal 18 (2020) 3309–3323
[149] Fan L-S, Tsuchiya K. Bubble wake dynamics in liquids and liquid—solid
suspensions. Powder Technol 1990;66.

[150] Mersmann A. Auslegung und Maßstabsvergrößerung von Blasen- und
Tropfensäulen. Chemie Ing Tech 1977;49:679–91.

[151] Sommerfeld A. Mathematical Theory of Diffraction. (Birkhäuser Boston,
2004). doi:10.1007/978-0-8176-8196-8

[152] Kraume M. Transportvorgänge in der Verfahrenstechnik. (Springer Berlin
Heidelberg, 2004). doi:10.1007/978-3-642-18936-4

[153] Deckwer W-D, Schumpe A. Blasensälen - Erkenntnisstand und
Entwicklungstendenzen. Chemie Ing Tech 1985;57:754–67.

[154] Jabłoński SJ, Łukaszewicz M. Mathematical modelling of methanogenic
reactor start-up: Importance of volatile fatty acids degrading population.
Bioresour Technol 2014;174:74–80.
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