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Introduction
The most important technical advance in neuroscience in the lat-
ter decades of the 20th century was the introduction of molecular 
biology. In the late 1980s, gene cloning was first applied to mol-
ecules of the nervous system and since then there have been 
remarkable advances with innovative new methods and datasets 
that have transformed our thinking about how the brain is built 
and how it works. Thanks to the ‘omic’ approaches – genomics, 
transcriptomics, proteomics – we now know all the genes, RNAs 
and proteins that make up the brain. Genomic methods led to the 
discovery of thousands of gene mutations and variants causing 
hundreds of developmental, neurological and psychiatric disor-
ders. In this chapter, I will present a perspective on the ‘past, 
present and future’ with a focus on the synapse. I contend that 
much of our thinking about the function of synapses comes from 
an era that predates the molecular revolution and we are only 
beginning to embrace molecular complexity and the challenges it 
presents to the standard dogma.

Synapses and the Neuron Doctrine
The basic model of how behaviour works remains rooted in the 
Neuron Doctrine, which arose in the late 19th century from the 
microscopy and neuroanatomical findings of Cajal ([1909] 1911) 
and his contemporaries. This model posits that neurons are the 
basic unit of the nervous system and that ensembles or circuits of 
connected neurons are the anatomical and physiological unit of 

each behaviour. At the same time, it was also proposed that the 
modification of behaviour – learning – leads to changes in the 
‘resistance’ or strength of synaptic transmission (Berlucchi and 
Buchtel, 2009). This synaptic strength model (hereafter referred 
to as the Long-Term Synaptic Strength (LTSS) model) posits that 
the increased efficiency of the learned behaviour is to be found in 
the increased efficiency of synaptic transmission.

This is an example of ‘top-down’ and anthropomorphic logic 
as it postulates that the psychological phenomenon would be 
recapitulated in a homologous cellular neuroanatomical phenom-
enon. While anthropomorphic theories were commonplace in the 
19th century, they are widely regarded today as cardinal scien-
tific mistakes. It is also important to note that when the LTSS 
model was proposed, there were no cellular electrophysiological 
data to support it. Its enduring attraction may in part be because 
of the ‘it-makes-sense’ perspective. This is a potentially risky 
logical position because it encourages inductive reasoning and a 
search for supporting evidence, which by itself cannot be consid-
ered as proof of the model. Moreover, the quest to find data to 
support a model can bias thinking away from the development of 
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alternative hypotheses. Is there any evidence that these are legiti-
mate concerns and what kinds of data might lead us to consider 
alternative models?

In the classical circuit models of the Neuron Doctrine, the role 
of the synapse is very simplistic. Its main role is to transmit infor-
mation so that a connected set of neurons (the circuit) fire action 
potentials and produce a behavioural output (e.g. muscle contrac-
tion or release of a hormone). Implicit in this connectionist model 
of behaviour is the view that each behaviour has its own circuit 
(Kandel et al., 1991). With learning, the circuit can be reinforced to 
fire because the strength of synaptic transmission is increased. It is 
important to keep these circuits separate so that learning in one 
circuit does not inadvertently interfere with another behaviour. 
And, if two behaviours are to be linked, then the model postulates 
that there is another set of neurons that connects the two circuits 
together through strengthened synapses. This theory for the organi-
sation of behaviour was robustly articulated by Hebb (1949).

By the 1960s and 1970s, electrophysiologists studying synap-
tic transmission searching for activity-induced LTSS changes in 
central synapses had found many forms of short-term plasticity 
(e.g. facilitation) before eventually finding long-term potentia-
tion (LTP; Bliss and Lomo, 1973). Irrespective of the psychologi-
cal significance of these findings, they reveal that synapses are 
highly sensitive to information encoded in sequences of neural 
activity and that they can control synaptic strength on time scales 
from milliseconds to hours or more. Thus, synapses are not sim-
ple connectors, but capable of computing highly specific 
responses that draw upon their capacity to read the information in 
patterns of nerve cell activity (also known as the neural code).

Prior to molecular neurobiology and genetics, there was very 
little known about the molecular mechanisms employed by syn-
apses to compute the information in patterns of activity or 
whether they were important in behaviour. Pharmacological 
approaches were the main avenue until 1992, when mouse gene 
targeting was introduced (Grant et al., 1992; Silva et al., 1992). 
The ability to interfere with synaptic molecular mechanisms 
using drugs or mutations allowed scientists to go beyond correla-
tive studies and to test hypotheses about the role of specific mol-
ecules and the physiological correlates of behaviour.

Challenging the dogma with 
molecular approaches
Glutamate is the main neurotransmitter in vertebrate excitatory 
synapses and drugs were developed that blocked ionotropic glu-
tamate receptors. During the 1980s, attention focussed on the 
role of the N-methyl-D-aspartate (NMDA) receptor in learning 
because NMDA receptor antagonists interfered with the induc-
tion of LTP and, if infused systemically or into the brain, inter-
fered with the ability of rats to learn in a water maze (Bliss and 
Collingridge, 1993; Morris et al., 1986). This is a correlation and 
does not prove that LTP is the causal mechanism of learning – it 
merely shows that the NMDA receptor is involved in both LTP 
and the behaviour in this maze.

These experiments were conducted before the NMDA receptor 
was cloned, or for that matter any other synaptic molecule – it was 
an era in which our knowledge of the molecular biology of the 
synapses was virtually non-existent. It was also an era when very 
little was known about the electrophysiology and cell biology of 
the NMDA receptor, and we now know that the receptor controls 

many synaptic and cellular properties (in neurons and non-neu-
ronal cells). For example, the NMDA receptor is required for 
forms of rapid short-term plasticity (Chamberlain et al., 2008; 
Larsen and Sjöström, 2015; Urban-Ciecko et al., 2014), transcrip-
tion (Coba et al., 2008) and protein turnover (Kandel et al., 2014; 
Scheetz et al., 2000). Thus, the blockade of NMDA receptors and 
interference with LTP and behaviour cannot be simply assigned to 
any one of the many cell biological processes (including LTP) that 
the NMDA receptor regulates.

It is also important to recognise that in vivo recordings show 
that learning induces changes in multiple electrophysiological 
parameters including short-term and long-term plasticity (Gruart 
et al., 2015). The interpretation of the behavioural experiments 
that showed NMDA receptor antagonists specifically interfere 
with spatial learning is further complicated by the effects of the 
drugs on sensorimotor and other systems in which the NMDA 
receptor plays a role: the impairments in maze performance could 
arise from interference with these other behaviours (Cain, 1998). 
Relevant to this, NMDA receptor antagonists and mutations 
interfere with many innate instinctive behaviours (Ryan et al., 
2013), further emphasising the fact that the NMDA receptor is 
not specific to learning (for example, it regulates behaviour in 
open fields, motoric performance, anxiety, among others) and 
that interference with these innate behaviours can interfere with 
performance in learning tasks (Cain, 1998). In fact, if rats are 
pretrained in the apparatus, then blocking the NMDA receptor 
(and LTP) does not interfere with spatial learning (Bannerman 
et al., 1995, 2014). This further supports the view that NMDA 
receptors independently regulate LTP and learning and that LTP 
is not causally linked to learning. A further challenge to the LTSS 
model was provided by the discovery that mutations in PSD95 (a 
postsynaptic protein that binds to the NMDA receptor) cause a 
learning deficit and an increase in LTP (Migaud et al., 1998; 
Nithianantharajah et al., 2013). This and many other genetic dis-
sociations directly challenge the traditional model.

It is often overlooked when considering scientific proof, but 
dissociations are far more important than correlations, as they 
falsify the causal link between LTP and learning. These brief 
notes are by no means a comprehensive analysis or review of this 
literature but are presented to make the reader aware that the LTP 
model of learning remains highly controversial. These molecular 
perturbation experiments are one avenue of molecular research 
that has forced a reconsideration of our assumptions regarding 
the role of synapses in behaviour.

A second avenue has been the characterisation of the synapse 
proteome – the protein constituents of synapses. In 2000, my 
research group performed the first proteomic studies on the 
NMDA receptor and postsynaptic protein complexes and found 
77 proteins. Using more sensitive methods, this number increased 
to ~300 (Fernandez et al., 2009; Husi et al., 2000; Husi and 
Grant, 2001) and proteomics of the whole postsynaptic terminal 
of vertebrates recovers even more proteins: the postsynaptic pro-
teome contains >1000 proteins and the overall synapse proteome 
comprises 2000–3000 proteins (Bayés et al., 2011, 2012, 2017b; 
Collins et al., 2006; Distler et al., 2014). This is a truly remarka-
ble degree of molecular complexity because it had been thought 
that neurotransmission and LTP could be achieved with only a 
handful of proteins (Nicoll, 2017).

The reality is that the postsynaptic molecular machinery is 
vastly more complicated than had been anticipated. Moreover, 
phosphoproteomic studies showed that the activation of the 
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NMDA receptor modified hundreds of phosphorylation sites in 
over 120 postsynaptic proteins (Coba et al., 2009; Collins et al., 
2005; Li et al., 2016). These proteins control short- and long-term 
plasticity, many intracellular signalling pathways, protein struc-
ture, interactions and synthesis, which further reaffirms the fact 
that the NMDA receptor cannot be thought of as specialised for 
LTP. It has a broad range of cell biological functions. More gen-
erally, the molecular complexity of the postsynaptic proteome 
poses an existential crisis to the traditional view that the synapse 
is a simple connector that is strengthened with learning. It is, in 
fact, a highly sophisticated molecular computer.

A ‘bottom-up’ molecular perspective 
on the synapse in behaviour
I have emphasised how the ‘top-down’ approach, which starts 
from behaviour, led to the discovery of synaptic physiological 
phenomena that appeared to fulfil the LTSS model of learning, 
but along the way there were unexpected findings that compli-
cated and challenged the initial hypothesis. A completely differ-
ent approach to thinking about the role of synapses in behaviour 
is to consider it from the ‘bottom-up’ – from the parts lists of 
proteins that comprise the highly complex proteome. As a start-
ing point, we can ask a range of basic questions: What types of 
proteins are found in synapses and how are they physically 
organised? How do they detect and discriminate the patterns of 
neural activity? What are the roles of these proteins in short- and 
long-term plasticity and different behaviours? In the following 
sections, I will outline, using two different approaches, how this 
bottom-up molecular approach can be used to understand the role 
of synapses in behaviour. The first of these is an evolutionary 
approach, whereas the second will be one in which we examine 
how the individual proteins that comprise the complexity of the 
postsynaptic proteome are physically organised into higher-order 
assemblies. In contrast to the top-down approach, this bottom-up 
approach does not set out to understand learning as its primary 
objective; instead, its primary objective is to understand the 
physiological and behavioural characteristics endowed by syn-
apse proteome complexity.

How evolution built synapses
One of the most insightful and instructive maxims is that ‘Nothing 
in biology makes sense except in the light of evolution’ 
(Dobzhansky, 1973). Indeed, the exploration of synapse molecu-
lar evolution has radically changed many aspects of our under-
standing of the brain and behaviour. Quantitative and systematic 
studies of synapse evolution were made possible by synapse pro-
teomics together with genome data (Emes et al., 2008). A major 
surprise was that virtually every class of synapse protein found in 
mammals had first evolved in unicellular organisms, before 
metazoans, and therefore before the first neurons and nervous 
systems (Emes et al., 2008; Emes and Grant, 2011, 2012; Ryan 
and Grant, 2009). The synapse molecular machinery is therefore 
more ancient than the neuron. Furthermore, when considering the 
molecular machinery of the presynaptic terminal versus the post-
synaptic terminal, it was discovered that the postsynaptic protein 
machinery was the most ancient, having first arisen in prokary-
otes. Indeed, these fundamental protein components are present 
in the Last Universal Common Ancestor (LUCA) and therefore 

highly conserved since the earliest life forms ~4 billion years ago. 
The presynaptic vesicular trafficking machinery evolved much 
later, at the transition to eukaryotes ~1.5 billion years ago.

What does this ancient postsynaptic machinery do in prokary-
otes, and what does it tell us about the function of synapses? A 
striking fact is that these prokaryotic proteins include receptor 
signalling complexes, which are basic multiprotein machines 
used by cells to detect the external environment and trigger intra-
cellular adaptive responses (Emes and Grant, 2011, 2012; Ryan 
and Grant, 2009). Their counterparts in mammalian synapses are 
large (~1.5 MDa) supercomplexes built by PSD95 interacting 
with neurotransmitter receptors, ion channels and signalling pro-
teins (Emes et al., 2008; Fernandez et al., 2009, 2017; Frank 
et al., 2016; Ryan and Grant, 2009). In mice, these supercom-
plexes detect and discriminate patterns of action potentials and 
control short- and long-term changes in synaptic strength, as well 
as regulate transcription, protein homeostasis and other intracel-
lular mechanisms. Clearly, prokaryotes are not controlling ‘syn-
aptic strength’, so what does this ancient machinery do?

Signalling complexes measure time
The signalling complexes in the membrane of a bacterium enable 
it to sense the chemical signals in its environment and then swim 
towards or away from the source (Wadhams and Armitage, 
2004). It is crucial to appreciate that a bacterium is so small that 
the receptors on either end of the cell body would not be able to 
discriminate a chemical gradient. Therefore, the bacterium 
senses, then swims and senses again, and the differential signal 
between these sensing events allows it to decide if it is moving in 
the appropriate direction. This is fundamentally important as it is 
shows that the most ancient mechanism of adaptive behaviour is 
in the ability to detect the timing of signals, and the detection of 
time is a property of the multiprotein signalling complexes. 
Remarkably, this is precisely what the postsynaptic supercom-
plexes do – they measure the interval of time between pulses of 
neurotransmitter. These evolutionary observations indicate that 
the most ancient and fundamental property of the postsynaptic 
machinery is the integration of temporal information. It also indi-
cates that temporal integration by signalling complexes is a basic 
and ancient memory mechanism.

This raises a fascinating and simple alternative to the classical 
model of synaptic resistance and the LTSS model, namely, that it is 
temporal detection that is the fundamental property and that the 
adjustment of strength is a secondary and much later evolved func-
tion. It is also worth noting that the capacity to detect patterns of 
activity is significantly altered in synapses carrying mutations in 
the scaffold proteins that organise the vertebrate signalling com-
plexes (Carlisle et al., 2008; Cuthbert et al., 2007; Migaud et al., 
1998). This indicates that interfering with the measurement of time 
by synapses results in behavioural disorders.

Synapse diversity as a way of 
encoding information
Because this temporal decoding capacity is a property of the 
postsynaptic proteins, it follows that differences in protein 
expression between synapses will result in differences in the 
capacity of those synapses to detect and respond to patterns of 
activity. But how much difference is there in the proteomes of 
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synapses? We have developed genetic labelling methods that fuse 
fluorescent proteins to postsynaptic scaffold proteins, making the 
synapses that express these proteins visible with light micros-
copy (Broadhead et al., 2016; Fernandez et al., 2017; Zhu et al, 
2018). We find different amounts of these proteins in different 
synapses and that different combinations of two or more proteins 
generate a variety of different synapse types. We have examined 
millions of individual synapses in the mouse brain and found that 
there is a spatial patterning to the different synapse types (Zhu  
et al., 2018). Mapping synapses across the whole brain generates 
a ‘synaptome map’. The synaptome is the full complement of 
brain synapses and represents a new frontier in brain ‘omic’ 
approaches. The synaptome patterning means that the functional 
properties of synapses will be determined by the synaptome map. 
Because the synaptome map is genetically programmed, it fol-
lows that this could be a way of encoding instincts. Learning 
could also be encoded in synaptome maps by changing the pro-
teome composition of the relevant synapses. We refer to this 
emerging model as the ‘synaptomic’ model of behaviour.

In the synaptomic model, there is no need to change the 
long-term strength of synapses to encode information. 
Information can be encoded by molecular changes that alter 
short-term plasticity (Zhu et al., 2018). Since short-term plas-
ticity generates an instantaneous postsynaptic response to 
incoming patterns of activity, then changing synapse proteins 
would change this response profile. 

Another important distinction to the Hebbian connectionist 
model (Hebb, 1949) is that the synaptomic theory does not 
even require a behaviour to be encoded by a connected set of 
neurons: synapses distributed across the brain can participate 
in a behavioural representation. To illustrate this in the sim-
plest way, imagine that there are two types of synapses (A and 
B), where each has a particular subset of postsynaptic proteins 
that determine the pattern of activity that these synapses pref-
erentially respond to (e.g. Type A responds with large ampli-
tudes to 1-Hz and Type B to 10-Hz frequency trains). These 
synapse types can be distributed anywhere in the brain and can 
respond to the same pattern of activity. In essence, the molecu-
lar composition is a zip code (or postcode as it is known in the 
United Kingdom) that determines where in the brain any given 
pattern of activity will produce its response. If, as a result of 
experience, synapses modify their postsynaptic proteome com-
position, then there will be new spatial distribution of these zip 
codes and this can encode a representation of the learned 
experience.

Evolution of synapse complexity
Evolutionary studies also exposed a surprising molecular explana-
tion for the sophisticated behavioural repertoire of vertebrates. The 
Neuron Doctrine has underpinned the commonest explanation for 
the increase in complexity that distinguishes the vertebrate behav-
ioural repertoire from that of invertebrates: more neurons give more 
behaviours. The study of the molecular evolution of synapses 
revealed that vertebrates have undergone a remarkable expansion in 
the molecular complexity of synapses and the genomic mecha-
nisms responsible are now well understood. This was first realised 
when the postsynaptic proteomes of Drosophila and mice were 
compared and it was discovered that there are many more postsyn-
aptic proteins in vertebrates than in invertebrates (Emes et al., 

2008). Since then, a range of vertebrate species have been exam-
ined, including humans, and it is now clear that there are ~1000 
highly conserved proteins in the postsynaptic proteome of verte-
brate excitatory synapses (Bayés et al., 2011, 2012, 2017b; Collins 
et al., 2006; Distler et al., 2014). Importantly, in all these species, 
the protein classes that first evolved in unicellular organisms are 
found in all metazoans. Thus, the vertebrate expansion in proteome 
complexity is essentially an increase in the size of each gene/protein 
family rather than an invention of new proteins.

This expansion in synapse proteome complexity is a hallmark 
of vertebrate synapse complexity and occurred following two 
whole-genome duplications early in the vertebrate lineage 
~550 million years ago (Emes and Grant, 2012; Grant, 2016). 
These extra genes and the overall high complexity of vertebrate 
synapse proteomes must have been of great functional impor-
tance since the genes have been under strong purifying selection 
(Bayés et al., 2011, 2012, 2017a). Indeed, the functional signifi-
cance has been tested using genetic engineering experiments in 
mice: it was found that the increased postsynaptic proteome com-
plexity gave rise to a more complex behavioural repertoire and a 
more diverse capacity of synapses to detect and decode patterns 
of neural activity (and multiple forms of synaptic plasticity; 
Grant, 2016; Nithianantharajah et al., 2013; Ryan et al., 2013). 
These studies led to the Synapse Proteome Expansion theory of 
vertebrate behavioural complexity (Grant, 2016), whereby each 
behaviour is controlled by a combination of different postsynap-
tic proteins. This is an important departure from the classical 
model where neural circuits specify each behaviour, although 
these two models are not necessarily incompatible. The increase 
in neuron number could provide more synapses in which the 
greater number of protein combinations could be expressed.

The hierarchical organisation of the 
postsynaptic proteome complexity
A second and orthogonal ‘bottom-up’ approach to understanding 
synapses and behaviour is one based on the structural organisa-
tion of the proteome. Just as the evolutionary analyses revealed 
how the very simple molecular machines that first arose in the 
earliest life forms were the antecedents to the highly sophisti-
cated molecular machinery of synapses in humans, the structural 
approach reveals that these multiprotein complexes are building 
blocks of synapses and behaviour. A recent biochemical study of 
the postsynaptic proteome showed that none of the ~60 proteins 
examined was found as a monomer; instead, all were assembled 
into higher-order complexes and supercomplexes (Frank et al., 
2016). In total, ~220 of these supramolecular assemblies were 
identified and fewer than 20 of them were previously known.

How these molecular machines are built from individual pro-
teins is an area of intense interest. One of the best-studied exam-
ples in the intact animal is the supercomplexes formed between 
postsynaptic scaffold proteins (PSD95 and PSD93), NMDA 
receptors and other molecules. It was discovered that there is a 
hierarchy of supramolecular complexity, as individual proteins 
assemble into complexes, and complexes assemble into super-
complexes (Frank et al., 2016, 2017; Frank and Grant, 2017). For 
example, combinations of NMDA receptor subunits assemble to 
form the tetrameric ionotropic receptor and combinations of 
these tetramers assemble with scaffold protein complexes, other 
ion channels and signalling complexes to form supercomplexes 
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(e.g. the NMDAR–PSD95 supercomplexes, also called mem-
brane-associated guanylate kinase (MAGUK)-associated signal-
ling complexes). This is a combinatorial assembly process and it 
is therefore important to know if there are mechanisms that 
restrict promiscuous combinatorial interactions from occurring. 
Indeed, it was shown that there are highly specific genetic rules 
that determine which complexes can assemble into supercom-
plexes (Frank et al., 2016, 2017; Frank and Grant, 2017). 
Moreover, these genetic rules control the production of families 
of complexes and supercomplexes (Frank et al., 2017). These 
principles are likely to apply to all postsynaptic proteins and will 
therefore define how the whole postsynaptic density is built.

These molecular studies of protein assemblies are converging 
with studies of the nanoscale architecture of synapses, a field that 
has rapidly advanced following the invention of super-resolution 
microscopy. Fluorescent labelling of postsynaptic proteins (so that 
they can be visualised with super-resolution microscopes) has 
shown that the protein complexes/supercomplexes are not ran-
domly distributed within the postsynaptic terminal but are local-
ised into domains called nanodomains or nanoclusters (Broadhead 
et al., 2016). Examination of synapses in different regions of the 
hippocampus has revealed that certain cell types and dendritic lay-
ers have characteristic numbers of nanoclusters.

How might this hierarchy of supramolecular organisation be 
relevant to behaviour? In short, the complexes/supercomplexes 
are performing the task of temporal discrimination and decoding 
of the patterns of activity. Behavioural genetic experiments show 
that each component of the behavioural repertoire is controlled 
by particular combinations of these proteins (Nithianantharajah 
et al., 2013). Thus, the postsynaptic multiprotein assemblies are 
specifying the components of the behavioural repertoire and 
these assemblies are in turn defined by a genetic programme.

Synapse proteome complexity and disease
Prior to the molecular biology revolution, the only known synap-
tic disease was myasthenia gravis, which is an autoimmune dis-
order that impacts on neurotransmitters in the peripheral nervous 
system. With the discovery of synaptic proteins, it begun to 
emerge that genetic disorders disrupt synaptic proteins. This was 
established from the proteomic studies of NMDAR–PSD95 com-
plexes, which identified several proteins that cause human intel-
lectual disability (Bayés et al., 2011; Fernandez et al., 2009; Husi 
et al., 2000; Pocklington et al., 2006). A recent analysis showed 
that over 145 genes encoding components of PSD95 supercom-
plexes are now linked to genetic disorders (Bayés and Grant, 
2016). The proteomics of the human postsynaptic proteome iden-
tified hundreds of mutations in 199 genes that cause over 130 
brain diseases (Bayés et al., 2011; Bayés and Grant, 2016b). 
Thus, the fundamental biology of a huge number of brain dis-
eases is caused by dysfunction in postsynaptic proteins.

It is also very interesting to ask in what way do these disease 
mutations impact on the hierarchical assembly of proteins into 
supercomplexes and whether there is any link with the molecular 
evolution of vertebrate synapses. Mutations can have highly spe-
cific effects on the hierarchical assembly of proteins. For exam-
ple, mutations in PSD93 (as occur in schizophrenia and autism) 
interfere with the assembly of NMDAR–PSD95 complexes  
into supercomplexes (Frank et al., 2016). As was found in the 
mouse, combinations of human mutations in postsynaptic 

proteins impact upon specific components of the behavioural 
repertoire (Nithianantharajah et al., 2013). It is very clear that the 
proteins that evolved from the genome duplications and verte-
brate synapse proteome expansion are involved in specific brain 
disorders. For example, PSD95, SAP102 and PSD93, which are 
paralogues in the gene family of MAGUK scaffold proteins, are 
each involved in different mental disorders (Cuthbert et al., 2007; 
Nithianantharajah et al., 2013; Tarpey et al., 2004). Thus, there is 
a simple nexus between evolution of the synapse and brain dis-
ease: the increase in molecular complexity contributed to more 
sophisticated and specific regulation of behaviour that expanded 
the behavioural complexity of vertebrates, and these same genes 
are rendering the organism susceptible to deleterious mutations 
that manifest as a spectrum of brain diseases.

Future perspectives
For a century, neuroscience has been dominated by neuroanat-
omy and electrophysiology, but in the past 25 years the molecular 
biological revolution has had a profound impact on our under-
standing of the biology of the brain and disease. We are still in the 
midst of this revolution and new theories are required that com-
prehensively describe and explain the many new and surprising 
observations that continue to emerge. A perspective that is under-
appreciated, even by many molecular biologists, is that genome 
evolution is central to understanding the brain and behaviour. It is 
a truism that the genome built the brain for the genome. It might 
also be time to review the dominance of the Neuron Doctrine. 
Perhaps, there should be a Synapse Doctrine based on the organi-
sation of proteomes and molecular machines.

Finally, we are now in an era when large-scale studies are 
producing comprehensive datasets, such as genomics, tran-
scriptomics, proteomics, synapse maps of the brain, electro-
physiology and behaviour. In the next few years, we will see 
comprehensive maps of molecules and cells across the brain 
and across the lifespan. These represent a major conceptual 
change compared with more typical anecdotal approaches. 
They allow one to look beyond ‘the keys under the lamppost’ 
and survey the entire landscape. This comprehensive approach 
will be increasingly useful for rigorous testing of old models 
and developing new theories.
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