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Abstract—The automatic detection and tracking of appearance and behavior anomalies in video surveillance
systems is one of the promising areas for the development and implementation of artificial intelligence. In this
paper, we present a formalization of these problems. Based on the proposed generalization, a detection and
tracking algorithm that uses the tracking-by-detection paradigm and convolutional neural networks (CNNs)
is developed. At the first stage, people are detected using the YOLOv5 CNN and are marked with bounding
boxes. Then, their faces in the selected regions are detected and the presence or absence of face masks is deter-
mined. Our approach to face-mask detection also uses YOLOv5 as a detector and classifier. For this problem,
we generate a training dataset by combining the Kaggle dataset and a modified Wider Face dataset, in which
face masks were superimposed on half of the images. To ensure a high accuracy of tracking and trajectory
construction, the CNN features of the images are included in a composite descriptor, which also contains
geometric and color features, to describe each person detected in the current frame and compare this person
with all people detected in the next frame. The results of the experiments are presented, including some
examples of frames from processed video sequences with visualized trajectories for loitering and falls.
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INTRODUCTION

People detection and behavior analysis using video
sequences are important computer-vision problems
that currently have an increasing number of applica-
tions, including activity recognition in surveillance
and security systems. In contrast to images, video
sequences contain a much larger amount of informa-
tion that varies both in space and time. That is why
their processing and analysis make it possible to
extract not only static but also dynamic features of
objects, which improves the overall effectiveness of
automated video surveillance systems.
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In recent times, so-called situational analytics has
been intensively developed [6]. This methodology
analyses nonstandard behavior patterns in crowds, as
well as anomalous behavior of individuals or groups of
individuals. The following behavior anomalies can be
distinguished: loitering (remaining in a particular pub-
lic place for a long time without any apparent pur-
pose), fall, sudden acceleration (e.g., when someone
starts running), sudden stop, and entering/exiting a
certain area.

Loitering is considered an anomalous (suspicious)
behavior. In some countries, it is prohibited by law as
it may indirectly indicate illegal intentions; therefore,
individuals that exhibit loitering need to be detected by
video surveillance.
265. © Pleiades Publishing, Ltd., 2022.
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Anomalies in people’s appearance are detected
based on whether their look differs from that generally
accepted in a given region, season, or situation.
Because of the coronavirus pandemic, it is especially
important to detect violations of the mask regulation,
which involves the detection of appearance anomalies
(the presence or absence of a face mask) depending on
effective restrictions.

Behavior anomalies of certain types can be recog-
nized by tracking the movement of a person and analyz-
ing its trajectory [9]. This makes it possible to prevent
situations such as the installation of an explosive device,
damage to property, and filming in restricted areas.
Multiple-object tracking is key to the detection of
appearance and behavior anomalies; however, it also
complicates the process because it is required to detect
and track all of the individuals that appear in the frame,
as well as compute their features and trajectories.

Currently, algorithms based on deep learning,
namely, convolutional neural networks (CNNs), are
widely employed for object detection. These algo-
rithms are robust to changes in lightning conditions
and dynamic background and also enable detection of
highly overlapped objects. In [20], a method that
requires detection of moving objects and calculation of
time gradients for them in an input video sequence was
proposed. Points of interest in this method are deter-
mined based on calculated gradients and accelerated
segmentation. Wavelet analysis is used to describe
detected spatial-temporal blocks. At the final step of
the method, classification based on a Gaussian mix-
ture model (GMM) is carried out.

CNNs are widely employed to detect behavior
anomalies in video sequences. In [7], a CNN autoen-
coder (AE) was used to restore original data when
detecting behavior anomalies based on modeling. In
[12], a fully convolutional neural network was pro-
posed to detect fast movements that characterize
anomalous behavior of people.

In [11], the efficiency of several deep neural net-
works for anomaly detection was evaluated and the pos-
sibility of using an adversarial autoencoder (AAE) net-
work in a generated model to recognize normal patterns
in images was investigated. In [3], a model for anomaly
detection in video using a convolutional AE was con-
structed. Even though the input was a continuous set of
frames, two-dimensional convolution was imple-
mented. After the first convolution, temporal informa-
tion was completely eliminated. In [16], an improve-
ment of this method was proposed. Considering that
the fully convolutional network did not take temporal
information into account, an LSTM convolutional
layer was added between the encoding and decoding
layers in the Conv-AE network. However, with the tem-
poral information of the input image being lost, the
effect of the LSTM layer on the extraction of temporal
information was very insignificant.
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In [8], a new spatio-temporal U-Net for frame pre-
diction and anomaly detection was proposed. This
framework combines the benefits of spatial informa-
tion modules with the capabilities of ConvLSTM for
modeling temporal motion data. In addition, to fur-
ther improve the accuracy of anomaly detection, a new
regular score function was proposed, which consists of
a prediction error for both the current frame and
future frames. A number of approaches were consid-
ered in [2, 18, 19]. Anomaly detection using a moving
camera was described in [4].

Recently, a number of works devoted to monitoring
the compliance with mask-wearing requirements have
been published. In [10], two deep neural networks were
trained. The first one—single-shot multibox detector—
was used to detect faces in images. Then, the Mobile-
NetV2 network was used for face classification. The
authors collected a composite dataset based on datasets
used in other studies. In [15], Faster-RCNN and
YOLOv3 were compared. Faster-RCNN showed high
quality; however, the runtime was not adequate for real-
time applications. In [13], a two-step approach to this
problem was described, with the library from OpenCV
as a detector and a classifier based on MobileNetV2. In
[14], an approach was proposed whereby the complex-
ity of an image is first estimated and then, depending on
it, the faster MobileNet or the more accurate ResNet50
is used. Since the authors used a cascade of models for
detection, complexity estimation, and classification,
the overall runtime made it difficult to use this
approach in real-time scenarios.

In this paper, we formalize the problem of detect-
ing appearance and behavior anomalies in video
sequences. To recognize anomalous behavior, it is
required to analyze the features that characterize the
movement of a person. For this purpose, we use track-
ing-by-detection, i.e., the first step is to detect the per-
son. In the detected region, the face of the person is
found and analyzed for the presence of a face mask. In
this case, the main difficulties are the lack of a training
dataset and the high-speed requirements. That is why
we generate a large class-balanced dataset and train
YOLOv5 to detect masked faces. The results of the
experiments, which confirm the high efficiency of the
proposed approach, are presented. To recognize falls,
local trajectory analysis is carried out, while global tra-
jectory analysis is used to recognize loitering.

1. FORMALIZATION
OF ANOMALY DETECTION

A video sequence or video stream is a sequence of
digital images (frames) , where  is the num-
ber of images in the sequence. An image object ( ) is
a local region that differs from the surrounding back-
ground and reflects some of the features of a real-
world object. Each frame of the sequence, which is

{ }= kV F k
Ob
ol. 32  No. 2  2022



256 CHEN et al.
obtained using a stationary camera, generally contains
many objects:

In the general case, the detection of an object is the
localization of object  in image , with its size
being less than the size of the image and the number of
objects in the image being a priori known.

Based on the movement criterion, each of them
can be attributed to either of the two following classes.

A stationary object in a sequence of images is
described by a set of features ( ) and its coordinates

 that do not change over a period of time .
This object can be represented by the following formal
model:

where  , , and 
is a set of noise influences on the object.

A dynamic object in a sequence of images is char-
acterized by a variation in one or more of its basic
parameters (shape, size, or coordinates) on a certain
time interval . A transformation of the shape and/or
size of the object affects its features in image frames
( ). Hence, this object can be described by the fol-
lowing formal model:

where ,  are the coordinates of the dynamic

object; , ;  is a set of its fea-

tures; and  ∈ .

Anomaly detection in surveillance video is carried
out based on the following assumption: to solve the
problem, it is sufficient to run the search procedure in
the current frame without taking into account individ-
ual movement histories, i.e., without analyzing the
dynamic features of objects. Therefore, formal model
(2) should take into account certain features based on
which the appearance or behavior of a person is classi-
fied as an anomaly. To detect appearance anomalies, it
is required to determine features that can indicate
anomalies of this type. For this purpose, we can use
features associated with physical parts of the human
body, e.g., the head, the position of the hands or the
whole body, etc. Hence, the process of anomaly detec-
tion is implemented by matching a specified set of
static features ( ) with features of all possible frag-
ments in a frame by using method  based on the rule
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where  is the accuracy of detection and Z is a set of
constraints.

To detect behavior anomalies, it is required to ana-
lyze dynamic features, i.e., the history of movement in
a spatial region recorded by the camera. It is reason-
able to use the following features that characterize
individual movement in a video sequence: the magni-
tude and angle of shift between neighbor frames, tra-
jectory, speed, acceleration, and time.

The trajectory represents the movement of a per-
son in video frames as a thin line, or a line of unit-
width cross section. This line can be constructed based
on the coordinates of the centers of images of the per-
son in the previous frames. This can be done in differ-
ent ways; the most common one is to find the center
(one pixel per frame) with coordinates .
Then, an individual trajectory in a video recorded by a
stationary camera is described by a set of coordinates
of the object’s center in each frame:

It should be taken into account that different peo-
ple can appear in a video sequence starting from
frames other than the first one, as well as disappear at
some instant from the nth frame other than the last
one. Then, the trajectory can be constructed starting
from frame m, in which a person is detected, to frame
n. Thus, the trajectory is generated for each person
who appears in the frame and is deleted when this per-
son disappears from the frame. When a moving person
is temporarily overlapped by other objects or individu-
als, or when it is impossible to detect the person, the
trajectory is interrupted and then restored after a few
frames, i.e., the trajectory is fragmented. Thus, to rec-
ognize the type of movement, it is necessary to take
into account the specific characteristics of human
motion. This can be done by using some a priori infor-
mation about individual movement from previous
frames, as well as its dynamic characteristics, on the
basis of which a trajectory model can be preliminarily
constructed (this model can be linear or nonlinear,
periodic or nonperiodic). Based on this trajectory, it is
possible to calculate individual movement in a video
over a certain time interval, the boundaries of which are
determined by the numbers of the frames in which the
coordinates of the person’s position are determined and
the shortest distance between them is found.

The localization of an object in each video frame
over a time interval  is called tracking. Tracking is
required to construct individual trajectories, as well as
determine speed and acceleration. Considering that
many people can simultaneously appear in a video
frame, for their correct tracking, it is required to deter-
mine the set of their trajectories  with their
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subsequent matching to determine all individual
movements between frames:

The speed (SP) and acceleration (AC) of a person
moving in the coordinates of a video frame constitute
the next group of important features, which can be eval-
uated by computing the first and second derivatives.

The fourth feature required in the analysis is the
movement time (TM), which is a temporal feature.
The main parameters of this feature are the times of
the beginning and end of object movement, while its
secondary parameters are the time intervals that char-
acterize the continuous movement of the object and its
stationarity for the entire period of observation.

Thus, taking into account the features considered
above, the model of individual movement in the gen-
eral case can be represented as follows:

To detect behavior anomalies in a video sequence,
it is required to estimate the correspondence between
a generated model of individual movement and model

, which characterizes anomalous behavior:

Based on it, a decision about the type of individual
movement is made.

Depending on the problem, model  can be
incomplete, i.e., some features may not be used to
describe human movement.

2. GENERAL STRUCTURE
OF THE ANOMALY-DETECTION 

ALGORITHM
To detect behavior anomalies, it is required to con-

struct individual trajectories of each person in a frame.
For this purpose, we propose an algorithm that uses
tracking-by-detection as in [1] and, upon detecting a
person, evaluates the corresponding features. At the
first stage, the procedure of people detection in the
current frame is carried out. For this purpose, we need
a high-speed CNN, which should also have high accu-
racy because the more accurate the detector, the better
the tracking. Among the existing CNNs, the YOLOv5
model meets our requirements, which is why it is used
at this stage. As a result of the detection stage, a
bounding box is constructed around the detected per-
son. Then, the features of the image of this person are
determined. For the detected regions, the features
used for tracking and trajectory-construction are
formed. The analysis of the movement features is car-
ried out to determine the type of movement.

Thus, the proposed algorithm consists of the fol-
lowing steps (see Fig. 1).

( ) ⎯⎯⎯⎯→, ' max,MTM
ZTM

STM TR TR

( )=mov( ) , , , .M P Tr SP AC TM

abn
mov( )M P

( ) =abn
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1. Detect all people in the tth frame  by using
the CNN. The people detected in frame t – 1 are
tracked .

2. Determine the features of the image of the
detected person.

3. Form an array of two sets of CNN features
=  taking into account the height 

and width  of the regions detected at the previous
step:  =  for the entire image of the per-

son and/or  =  for its top part.

3.1. If  for the image of the detected per-
son, then CNN features are formed for the entire
image  and for its top part .

3.2. Otherwise, only the upper part of the human
body is considered detected, and CNN features are
formed only for the second part of the array, i.e.,

= .

3.3. If the tracked person is correctly detected three
or more times, then the set of CNN features is formed

by averaging:  = , n = 3–5.

4. Filter the objects to determine their similarity by
comparing the distances between the centers of the
objects, their width, and their height in the previous
and current frames:

If these conditions hold, then the similarity estima-
tion for these objects is not carried out.

5. Generate a similarity matrix for the individuals
detected in the current and previous frames.

5.1. If  for the image of the detected per-
son, then  are used as CNN features of this
image.

5.2. Otherwise,  are used as CNN fea-
tures.

6. Apply the Hungarian algorithm to match the
objects in the frames and perform the following substeps.

6.1. If there is a match for the detected person in the
current frame, then assign this person the name
(index) from the previous frame.

6.2. Check the presence of the person in the frame
in accordance with [1].

6.3. If a new person is detected, then assign this
person a unique name (index) and consider this per-
son a new object to be tracked.

7. Draw a bounding box around the detected person.
8. Construct and analyze the person’s trajectory.
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Fig. 1. General scheme of the algorithm: yolo.det. weights and yolo.mask. weights are YOLOv5 weight coefficients for people
detection and face-mask detection, respectively, while Ftrack.weights are weight coefficients for the CNN that computes the fea-
tures of the tracked person.
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9.2. Write new values of the CNN features and his-
togram descriptors to array  if the IoU overlap
parameter is below 0.8.

10. Receive the next input frame, go to step 1.

tr
tPV
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Fig. 2. Applying the k-means algorithm to the training
dataset.
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3. DETECTION
OF APPEARANCE ANOMALIES

In this work, by the appearance anomaly, we mean
the absence of a face mask, which has become espe-
cially important in recent years. Before the COVID-19
pandemic, wearing a face mask in European countries
was considered an atypical appearance aimed at hid-
ing the person’s face. However, during the pandemic
and lockdowns, the absence of a face mask is generally
considered an anomaly.

In this case, the detection problem is complicated
by the lack of a proper training dataset, as well as the
high-speed requirements for the algorithm. The key
features of our approach are the use of the YOLOv5
one-step CNN simultaneously as a detector and clas-
sifier, as well as the generation of our own dataset, var-
ious augmentations, and fine-tuning of the CNN
parameters by using a clustering algorithm.

3.1. Generating the Training Dataset

The problem of face-mask detection is relatively
new, which is why high-quality datasets are not yet
publicly available. There are two datasets on the Kag-
gle platform [5], which consist of 800 and 1000 images
(respectively) and are similar in terms of labeling qual-
ity and type of photographs. We combine these data-
sets into a single set, which is referred to as Kaggle.
This dataset is well-labeled, even though some small
faces were skipped. Its disadvantages are as follows:

– Uniformity of viewing angles and lighting: most
of the images were taken under uniform sunlight with
the camera at eye level. Frontal angles dominate and
there are few faces shot from the side.

– Lack of small faces: in most of the images, there
are approximately five medium-sized faces. The num-
ber of labeled small faces (several pixels in size) is
extremely small.
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The Kaggle dataset is significantly inferior in qual-
ity to publicly available datasets that contain face
images, which have larger volume, higher face-size
diversity, larger number of people present per image,
better lighting and viewing angles, more diverse emo-
tions and accessories (hats), etc. Wider Face is one of
these datasets [17], which consists of 32000 images
with 400000 faces. However, only half of this dataset is
publicly available.

3.2. Initializing the Model

YOLOv5 uses anchors for high-quality detection of
faces of different sizes in a single run. A grid is super-
imposed on the input image, and the model searches
for the objects inside each grid cell. The anchor is the
estimated size of the object. It determines the width
and height of the region to be selected inside each cell.
To make predictions more accurate, several anchors of
different sizes can be used (in this work, we use nine).
The sizes of the anchors correspond to expected sizes
of faces, which is why it is reasonable to initialize them
based on the training dataset. We cluster the sizes of all
faces in the training dataset into nine groups by using
the k-means algorithm (see Fig. 2). The anchors are
initialized by the centers of these clusters: [6.9419,
8.7715], [12.886, 16.466], [20.605, 26.093], [31.871,
40.189], [48.509, 60.48], [75.842, 97.367], [125.57,
161.59], [219.84, 283.9], and [381.06, 482.96].

3.3. Training the Model

First, the model is pretrained on the Wider Face
dataset to achieve high detection quality. Then, we
train it on the Kaggle dataset to provide the required
classification functionality. The final results of train-
ing during 30 epochs are shown in Fig. 3. It can be seen
that mAP with IoU = 0.5 (hereinafter, it is referred to
as mAP@0.5) and mAP@0.95 still tend to grow; how-
ever, the slowdown is sufficient to conclude that
mAP@0.5 is 0.94, which means that the model per-
forms well as a detector.

3.4. Classification

In the process of detecting and filtering the image
regions that possibly contain faces, the model extracts
a sufficient number of features for image classifica-
tion. In this work, faces are classified into two classes:
“mask” and “no mask.” In addition, the model esti-
mates confidence for each classification decision. To
filter out the results with insufficient confidence, a
confidence threshold is set. For this purpose, we use
the Fβ metric, as it reflects a balance between preci-
sion and recall:

( ) ( )β
⋅= + β ⋅

β ⋅ +
2

21 .precision recallF
precision recall
ol. 32  No. 2  2022



260 CHEN et al.

Fig. 3. Result of 30 training epochs for the pretrained model on the Kaggle dataset.
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For the resulting model, the precision and recall
are determined by the confidence threshold. Figure 4
plots Fβ = 1 versus the confidence threshold.

The optimal confidence level of 0.428 maximizes
Fβ = 1. Using this value, we can evaluate the accuracy of
the model on the test data: 0.9411.

3.5. Modifying the Dataset
for Training and Classification

The analysis of the graphs that represent the train-
ing results and the visual assessment of the processed
images suggest that we have reached a certain quality
limit on the Kaggle dataset. Moreover, the composi-
tion of this dataset does not correspond to that of
Wider Face (or similar datasets). That is why it needs
to be extended. For this purpose, face masks were
superimposed on a random half of the faces from the
Wider Face images, which have a relatively frontal
position (see Fig. 5), and then this modified Wider
Face dataset was combined with Kaggle. The resulting
dataset has the following advantages: racial and
national diversity, different lighting conditions and
viewing angles, class balance, and large size. However,
there are certain disadvantages: more than half of the
face masks are artificially generated and are located
frontally, so the model is trained for detection and
classification on these artificial faces.

3.6. Experimental Results 
of Face Mask Detection

The training on the modified dataset was per-
formed for ten epochs. The quality metrics are shown
in Fig. 6. It can be concluded that the classification
accuracy is high and reaches a plateau. The values of
mAP@0.5 and mAP@0.95 grow almost linearly. This
PATTERN RECOGNIT
means that the number of training epochs can be
increased. The optimal level of confidence is deter-
mined based on the graph of Fβ = 1 (Fig. 7), and the
new model is tested on the same test data. The accu-
racy is 0.9611, which is higher than in previous works.

Visual comparison of mAPs for the two models
described above confirms that the second model is a
better detector. This is due to the fact that the previous
model did not “see” the Wider Face dataset on the last
training epochs and began to “forget” how to detect
small faces. Figure 8 shows an example that illustrates
the operation of the model.
ION AND IMAGE ANALYSIS  Vol. 32  No. 2  2022
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Fig. 5. Example of superimposing face masks on images from the Wider Face dataset.

Fig. 6. Result of 10 training epochs on the modified Kaggle dataset.
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4. DETECTION OF BEHAVIOR ANOMALIES
4.1. Motion Tracking and Analysis

To track people and construct individual motion
trajectories, we propose a composite descriptor that
includes the geometric and CNN features of the entire
image of a person and its top portion, which are
obtained using the CNN architecture of 29 convolu-
tional layers and one fully connected layer [1]. The
composite descriptor also includes a person index,
which remains constant in subsequent frames if track-
ing is carried out properly. Indoors, a moving person
can be overlapped by background objects; in this case,
the features are computed for the upper body. Thus,
the CNN features are computed for the entire body
and for its upper half if the width of the detected object
is less than its height; otherwise, the obtained CNN
features characterize the upper body. Then, the com-
posite descriptors of the tracked objects are matched
with those detected in the current frame.

To improve tracking, the features for the last n cor-
rect detections are compared; then, the similarity
ol. 32  No. 2  2022
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Fig. 8. Operation of the algorithm under different photography conditions.
matrix is constructed. This matrix is fed to the Hun-
garian algorithm, which is used to solve the assign-
ment problem. For this purpose, a weight matrix is
generated; its elements characterize the similarity
between the descriptors of all objects detected in the
current frame (the number of which corresponds to
the number of columns) and those of the objects
tracked from the previous frames (the number of
which corresponds to the number of rows). The Hun-
garian algorithm subtracts the maximum similarity
value from each element of the weight matrix so as to
transform it into a matrix of optimal assignments, each
row and each column of which contain only one zero.
Their coordinates determine the correspondence
between the objects in the frames. This allows us to
correctly match the objects detected in the current
frame with those tracked from the previous frames, as
well as construct correct trajectories for them.

Each fragment of the trajectory is visualized by
computing the shortest distance between the coordi-
nates of a detected person  in the current

frame and the coordinates  of this person
in the th frame for the last correct detection:

When a person is detected in the previous frame,
. The use of this expression for each frame, start-

ing from the one that follows the detection, allows us
to construct and visualize the entire trajectory of this
person.

The following characteristics of the trajectories can
indicate behavior anomalies: the length of the trajec-
tory can indicate that the person moves in a certain
area for a long period of time (loitering), self-intersec-
tions of the trajectory also indicate loitering, a sudden
change in the curvature indicates a possible fall, and
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an interruption (completion) of the trajectory indi-
cates that the person stops.

It should be noted that, to detect anomalies of this
type (loitering), long-term tracking is required to
accumulate information about the movement of the
object. Obviously, the proposed approach enables
long-term tracking and trajectory computation; then,
it is required to analyze the type of the trajectory.

A short-term analysis of the trajectory makes it
possible to determine anomalies of another type,
namely, falls. For this purpose, sudden changes in the
speed and angle of movement in a local area are esti-
mated. If a certain threshold is exceeded, then a deci-
sion is made to classify this event as a fall.

4.2. Tracking Experiments and Results
For testing, we used video sequences obtained from

a stationary camera in rooms with different lighting
conditions, nonlinear movement trajectories, com-
plete and partial overlaps of objects, similar physical
characteristics of people, appearance and disappear-
ance of people within frames, etc.

The movement of the individuals with indices 1
and 2 in Fig. 9b is described by the trajectories that
indicate the intersection of the same spot from differ-
ent directions (short-term zigzags). This can be quali-
fied as loitering. For the individual with index 3 (see
Fig. 9b), it is difficult to determine the type of move-
ment and further tracking is required. An example of a
sudden change in the trajectory that indicates a fall is
shown in Fig. 9d (see the person with index 7).

CONCLUSIONS
In this paper, we have proposed a formalization of

the people detection and tracking problem, including
the detection of appearance and behavior anomalies,
in video sequences. Based on it, we have developed an
ION AND IMAGE ANALYSIS  Vol. 32  No. 2  2022
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Fig. 9. People tracking examples with the visualization of trajectories to analyze the type of movement.

(a) (b)

(c) (d)
algorithm for detecting anomalous appearance and
behavior of people that is based on tracking-by-detec-
tion and uses convolutional neural networks (CNNs)
for people detection, face detection, and classification
based on the mask-wearing criterion, and feature
extraction in the process of tracking. To solve the first
two problems, the YOLOv5 CNN with different
weight coefficients has been employed. The classifica-
tion of faces based on the mask-wearing criterion is
significantly complicated by the lack of proper train-
ing datasets. In this connection, we have described a
procedure for forming a large class-balanced dataset
that can be used for CNN training. We have also
described the process of training YOLOv5 to detect
masked faces and have presented the corresponding
test results, which confirm the high efficiency of the
proposed approach.

In addition, we have proposed an algorithm for
people tracking, as well as extraction and analysis of
movement features. For people tracking, CNN fea-
tures are included in the composite descriptor, which
also contains geometric and color features, to describe
each person detected in the frame.

We have also presented some examples of frames
from processed video sequences with the results of face
classification based on the mask-wearing criterion and
visualization of individual trajectories, which make it
PATTERN RECOGNITION AND IMAGE ANALYSIS  V
possible to detect behavior anomalies based on long-
term and short-term movements.
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