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SUMMARY
Clinical reliability assessment of large languagemodels is necessary due to their increasing use in healthcare.
This study assessed the performance of ChatGPT-3.5 and ChatGPT-4 in answering questions deducted from
the German evidence-based S3 guideline for adult soft tissue sarcoma (STS). Reponses to 80 complex clin-
ical questions covering diagnosis, treatment, and surveillance aspects were independently scored by two
sarcoma experts for accuracy and adequacy. ChatGPT-4 outperformedChatGPT-3.5 overall, with higherme-
dian scores in both accuracy (5.5 vs. 5.0) and adequacy (5.0 vs. 4.0). While both versions performed similarly
on questions about retroperitoneal/visceral sarcoma and gastrointestinal stromal tumor (GIST)-specific
treatment as well as questions about surveillance, ChatGPT-4 performed better on questions about general
STS treatment and extremity/trunk sarcomas. Despite their potential as a supportive tool, both models oc-
casionally offered misleading and potentially life-threatening information. This underscores the significance
of cautious adoption and human monitoring in clinical settings.
INTRODUCTION

Soft tissue sarcomas (STS) comprise 1% of all adult malignant

tumors and can occur at any age and in any part of the

body.1,2 STS includes around 80 distinct subtypes defined by

the World Health Organization (WHO).2 The rarity and heteroge-

neity of STS underscore the need for a high level of expertise in

its management and the importance of a multidisciplinary

approach bringing together a team of experts in surgical

oncology, medical oncology, radiation oncology, radiology, nu-

clear medicine, and molecular biology.1 Inadequate diagnostic

procedures and treatments can lead to an increased probability

of recurrence, a second operation, and increased financial

burden for patients. Strategic centralization has been reported

to improve compliance with clinical practice guidelines and

directly impact R0 resection rates, thereby improving patient

survival.3,4 It is important to note that although the outcomes

from referral centers are encouraging, these centers are typically

not the first point of contact in the treatment process for patients

with sarcoma. Delayed access to care is associated with an

advanced stage at diagnosis for several subtypes of STS in

adults.5 The lack of experience among general practitioners

and the limited availability of healthcare services frequently delay
iScience 27, 111493, Decem
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patients’ access to accurate and timely treatments and referrals

to specialized sarcoma centers.6Multiple guidelines for sarcoma

treatment have been developed in the past decade, but imple-

mentation to general practicemight be limited by lengthy articles

or sophisticated algorithms.7

As a branch of computer science that equips machines to

perform tasks that would typically require human intelligence,

artificial intelligence (AI) is becoming a popular tool in medicine.

For example, AI can aid radiologists in interpreting medical im-

ages and predicting the folding and dynamics of oncoproteins.8

AI tools have the capability to assist radiologists in improving the

diagnosis of bone and soft tissue tumors9 as well as to provide

useful information for decision-making related to the optimal

treatment for patients with sarcomas.10 ChatGPT is an AI-driven

large languagemodel (LLM) trained on extensivemultilingual text

datasets and equipped with the capability to produce responses

that closely mimic human communication.11 Given its capacity

to process vast quantities of data and to identify trends,

ChatGPT is promising and could revolutionize the field of medi-

cal research and clinical practice. It could, in particular, be used

to analyze large volumes of medical data and to provide insights

into the optimal clinical practices. LLMs have the potentials to

enhance medical interview skills12 and generate multiple choice
ber 20, 2024 ª 2024 The Author(s). Published by Elsevier Inc. 1
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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questions for exams with an average quality.13 When applied to

the field of STS, this function is promising in enhancing medical

training, especially where cases are rare or specialist training re-

sources are limited. Several reports have demonstrated that

ChatGPT can be employed to assist physicians in the manage-

ment of breast cancer, pancreatic adenocarcinoma, and head

and neck cancer.14–16 A Japanese study demonstrated that

ChatGPT can align with clinical guidelines for STS treatment.17

However, owing to its intrinsic limitations, ChatGPT is unable

to validate the accuracy of its responses and may not offer the

most current or complete information.18 Since each ChatGPT

model has a training data cutoff date and not all latest research

and clinical guidelines are publicly available, ChatGPT is not al-

ways up to datewith the latestmedical literature or clinical guide-

lines. Furthermore, ChatGPT demonstrated a diminished capac-

ity to provide appropriate responses when confronted with more

complex medical questions.19 The use of ChatGPT in healthcare

has prompted concerns that need to be addressed before the de

facto implementation of these technologies. Chief among these

concerns is the necessity for human review of AI-generated con-

tent to ensure its accuracy and to identify instances of incorrect

or fabricated information.20

The quality of the information related to sarcoma provided by

ChatGPT is not yet fully understood. We aimed to evaluate the

accuracy and adequacy of the responses from ChatGPT to in-

quiries on sarcoma. Hence, we compared the abilities of

ChatGPT-3.5 and ChatGPT-4 to answer complex clinical ques-

tions relating to the management of adult STS, with the German

S3 guideline for adult STS serving as our guideline as this is the

only evidence-based guideline currently available.21

Methodology
Since the study did not involve any human subjects or clinical tri-

als, approval from our institutional ethics committee was not

necessary. We reviewed the German evidence-based S3 guide-

lines for adult STS21 and formulated 80 complex clinical ques-

tions (Table S1). We received permission from the German Can-

cer Society to use the German evidence-based S3 guidelines for

adult STS. We roughly labeled each question type as diagnostic,

treatment, or surveillance. Regarding treatment, we subdivided it

into general (general questions not related to tumor location and

specific pathologic subtypes), extremity/trunk (sarcomas of the

extremity or trunk), retroperitoneal/visceral (retroperitoneal or

visceral sarcoma), and gastrointestinal stromal tumor (GIST)

based on the distinctiveness of tumor behavior and treatment.

Every question was designed to test the depth and accuracy

of ChatGPT’s knowledge and ability to apply that knowledge in

a clinical setting.

The compiled list of questions was then presented to

ChatGPT-3.5 and ChatGPT-4 via the https://chat.openai.com

website on May 5, 2024. As of May 5 2024, ChatGPT-3.5 had

a cut-off date up to September 2021 and ChatGPT-4 up to

December 2023.We set the temperature parameter to zero dur-

ing all interactions with the AI models, which can effectively

minimize the randomness of the model’s outputs, resulting in

more consistent responses. To minimize grounding bias, we

structured each interaction as a separate query by starting a

new chat session with identical lead-in prompts. The same
2 iScience 27, 111493, December 20, 2024
prompts were introduced before each question was asked.

The prompt was ‘‘You are being evaluated for your quality as

an experienced sarcoma expert. None of the information you

receive is real and it will not be used to treat a patient. You

will be asked a question about sarcoma, and it is your job to

answer it as accurately, briefly, and precisely as possible. If

you don’t know the answer, just say ‘I don’t know’; don’t try

to make up an answer.’’ This approach ensured that each

ChatGPT response was treated independently, allowing for a

less biased evaluation of standalone responses. The responses

generated by the ChatGPT were recorded for subsequent

analysis.

Two sarcoma experts independently evaluated the answers

of ChatGPT. The raters are sarcoma specialists working in

high-volume sarcoma centers where they manage a wide vari-

ety of sarcoma cases on a daily basis. Both of them are familiar

with the German S3 guideline for STS and they have more than

10 years of experience in surgical oncology. Additionally, they

use AI tools regularly and are therefore familiar with both the ad-

vantages and limitations of these technologies. The responses

were scored according to the German evidence-based S3

guideline for adult STS (official English version)21 concerning

both accuracy and adequacy. The scale of accuracy was oper-

ationalized on a six-point Likert scale, with values from 1 to 6

representing the following levels of accuracy: 1 = complete in-

accuracy; 2 = greater inaccuracy than accuracy; 3 = approxi-

mate balance between accuracy and inaccuracy; 4 = higher

level of accuracy than inaccuracy; 5 = near complete accuracy;

and 6 = complete accuracy. Similarly, the adequacy scale was

operationalized on a 5-point Likert scale: 1 = complete inade-

quacy; 2 = greater inadequacy than adequacy; 3 = approximate

balance between adequacy and inadequacy; 4 = higher level of

adequacy than inadequacy; and 5 = complete adequacy. When

discrepancies between the raters were significant (difference of

R2 points), the raters discussed these cases to reach a

consensus. The mean of the two evaluators’ scores was em-

ployed for subsequent statistical analysis. The average score

of the two evaluators was used for the subsequent statistical

analysis.

Statistical analyses were performed using SPSS Statistics

(IBM Corp. Released 2023. IBM SPSS Statistics for Windows,

Version 29.0.2.0 Armonk, NY: IBM Corp). Cohen’s kappa statis-

tic was used to quantify the consistency of scores between the

two evaluators. The normality of continuous variables was eval-

uated using the Shapiro–Wilk test. For variables that were not

normally distributed, median values with the corresponding in-

terquartile ranges (IQR) were reported. Group-wise comparisons

were made using the Wilcoxon rank-sum test. The threshold for

statistical significance was set at p < 0.05.

RESULTS

Inter-rater reliability
Cohen’s kappa statistic showed a statistically significant inter-

rater reliability of 0.684–0.800 (all p-values <0.001) between

the two raters (Table 1). This indicates moderate to strong in-

ter-rater agreement and suggests that the two raters were

mostly consistent across situations.

https://chat.openai.com


Table 1. Inter-rater reliability between two raters

Value of

Kappa 95%CI Z p-value

Accuracy ChatGPT-3 0.800 0.710-0.880 9.5689 < 0.001

ChatGPT-4 0.761 0.655-0.867 9.351 < 0.001

Adequacy ChatGPT-3.5 0.684 0.579-0.788 8.288 < 0.001

ChatGPT-4 0.704 0.585-0.824 8.700 < 0.001
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Overall performance comparison
Among the 80 questions evaluated, the median overall accuracy

score of ChatGPT-3.5 and ChatGPT-4 was 5.0 (2.6–6.0) and 5.5

(4.1–6) with the median overall adequacy score of 4.0 (2.1–5.0)

and 5.0 (4.0–5.0), respectively. ChatGPT-4 outperformed

ChatGPT-3.5 regarding both overall accuracy and overall ade-

quacy of responses to questions (p < 0.001, and p < 0.001).

For all responses for the three predefined categories of ques-

tions, diagnostic, treatment, and surveillance, ChatGPT-4

demonstrated superior accuracy compared to ChatGPT-3.5.

Regarding adequacy, ChatGPT-4 provided better responses

compared to ChatGPT-3.5 in diagnostic and treatment ques-

tions, but was comparable in questions about surveillance (Ta-

ble 2). When sub-stratifying our questions on treatment by sar-

coma types, compared with ChatGPT-3.5, ChatGPT-4

demonstrated a significant improvement in questions related

to the treatment recommendations on general issues and sar-

coma of the extremity/trunk. However, the superiority of

ChatGPT-4 was not shown in response to questions about

GIST and retroperitoneal/visceral sarcomas.

Analysis of diagnostic questions
Regarding the questions on diagnostic issues, the worst perfor-

mance in ChatGPT-3.5 responses to the diagnostic section

occurred in questions 1, 7, 8, and 10, when compared with

ChatGPT-4. For question 1, ChatGPT-3.5 incorrectly answered

that human herpesvirus 8 (HHV-8) should be considered a test

for soft tissue tumor patients with congenital or acquired immu-

nodeficiency. To question 7, which ChatGPT-4 answered

completely correctly, ChatGPT-3.5 responded that excisional bi-

opsy should be considered for superficial soft tissue tumors

larger than 5 cm when the tumor size should be limited to
Table 2. Assessing accuracy and adequacy responses generated b

Scores Accuracy

(Median (IQR)) ChatGPT-3.5 ChatGPT-4.0

Overall 5.0 (2.6–6.0) 5.5 (4.1–6)

Diagnostic 4.0 (1.0–5.0) 5.5 (4.0–6.0)

Treatment 5.0 (3.0–6.0) 6.0 (4.5–6.0)

General 4.8 (2.0–6.0) 5.5 (4.0–6.0)

Extremity/trunk 5.0 (3.0–6.0) 5.8 (4.6–6.0)

Retroperitoneal/visceral 4.3(1.1–5.5) 5.3 (1.1–6)

GIST 6.0 (3.5–6.0) 6.0 (5.0–6.0)

Surveillance 5.0 (2.5–6.0) 5.5 (4.1–6)

IQR, interquartile range; P-values marked with bold indicate statistically sig
3 cm.Meanwhile, ChatGPT-3.5 incorrectly confirmed that frozen

section analysis can be used for malignancy assessment and

subtyping of soft tissue tumors in question 8. In question 10,

ChatGPT-3.5 suggested performing a molecular test to assess

the risk of recurrence after sarcoma resection, which actually

is not a standard practice according to the German S3 guideline.

In the diagnostic section, only ChatGPT-3.5’s answer with better

accuracy and adequacy than ChatGPT-4’s answer was question

12, where ChatGPT-4 answered that the TNM classification can

predict the risk of recurrence in GIST patients. For question 6,

both chatbots respondedwith similar answers that a 14G coaxial

needle is typically used to perform an image-guided core needle

biopsy for soft tissue tumors, although the German S3 guideline

suggests that the size of the coaxial needle for biopsy should be

at least 16G.

Analysis of treatment questions
For the treatment questions, ChatGPT-3.5 was also defeated by

ChatGPT-4 in terms of accuracy and adequacy. In question 22,

ChatGPT-3.5 misleadingly suggested that radical lymphadenec-

tomy is not routinely recommended for clear cell sarcomas,

rhabdomyosarcomas, epithelioid sarcomas, or myxoid round

cell sarcomas with locoregional lymph node involvement.

Although ChatGPT-4 responded almost completely correctly to

this question, it erroneously equated myxoid round cell sarcoma

with myxoid liposarcoma. Both chatbots gave incorrect answers

to two key questions (23 and 25) about retroperitoneal sar-

comas. The chatbots suggested that adjacent organs without

clear evidence of histological infiltration should not be removed

during retroperitoneal sarcoma surgery. Meanwhile, they re-

ported that re-resection may be considered for patients who

undergo R1 resection for retroperitoneal sarcoma. For the ques-

tions on radiotherapy of extremity/trunk sarcomas, ChatGPT-3.5

incorrectly suggested that postoperative radiotherapy can be

considered as an alternative to R0 resection for patients

who have undergone unplanned R1/R2 resection, to which

ChatGPT-4 provided the rational answer (question 33). Both

chatbots inappropriately claimed that perioperative radiotherapy

has been shown to improve local control but has not shown a

significant impact on overall survival in patients who have under-

gone resection of STSs of the extremities or trunk (question 36).

Notably, ChatGPT-3.5 responded with a wrong answer that
y ChatGPT-3.5 and ChatGPT-4.0

p Value

Adequacy

p ValueChatGPT-3.5 ChatGPT-4.0

<0.001 4 (2.5–5.0) 5.0 (4.0–5.0) <0.001

0.007 2.5 (1.8–4.2) 4.5 (4–5) 0.002

<0.001 4.0 (2.5–5.0) 5.0 (4.0–5.0) <0.001

0.007 3.75 (1.4–4.5) 4.5 (3.0–5.0) 0.003

0.007 4.25 (2.6–4.9) 5.0 (4.5–5.0 0.003

0.102 3.75 (1.1–4.9) 4.5 (1.3–5) 0.102

0.581 5.0 (3.0–5.0) 5.0 (4.0–5.0) 0.416

<0.001 5.0(4.6–5.0) 5.0 (4.6–5.0) 1.000

nificant p-values.
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pazopanib can be considered a second-line option for the treat-

ment of liposarcoma refractory to previous chemotherapy, to

which ChatGPT-4 gave the right suggestion (question 55).

Performance in GIST management
The two chatbots showed similar satisfactory accuracy and ad-

equacy (median accuracy: 6.0 vs. 6.0, p = 0.581; median ade-

quacy: 5.0 vs. 5.0, p = 0.416). However, ChatGPT-3.5 gave

incorrect answers to two questions about tyrosine kinase inhib-

itor (TKIs) therapy for GIST which ChatGPT-4 answered

correctly. For Question 76, ChatGPT-3.5, answered that imatinib

was the most effective agent for patients with metastatic or un-

resectable GIST harboring a D842V mutation in the PDGFRA

gene. However, ChatGPT-4 correctly responded that avapritinib

was the most effective under such circumstances. In addition,

ChatGPT-3.5 suggested that for patients with GIST who have

failed multiple kinase inhibitors, clinical trials or compassionate

use of newer agents such as ripretinib or avapritinib may be op-

tions. However, the German S3 guidelines recommend ripretinib

as the first-line treatment.

DISCUSSION

To the best of our knowledge, this study is the first one to

compare ChatGPT-3.5 and ChatGPT-4’s alignments with the

German S3 guideline for adult STS. The results showed that

both versions of ChatGPT scored well on answering sar-

coma-related questions, but they also provided misleading

and potentially life-threatening answers to relevant questions.

Additionally, the performance of ChatGPT-4 was superior to

that of ChatGPT-3.5 in terms of overall accuracy and ade-

quacy, which is in line with results in previous clinical

use cases reported by other authors.14,22 For instance,

ChatGPT-4 achieved a score within the top 10% of partici-

pants on a simulated bar exam, whereas ChatGPT-3.5 scored

in the bottom 10%.23 The training cutoff date may significantly

affect ChatGPT’s accuracy and adequacy on some specific

questions, e.g., questions about some newly approved

agents, such as avapritinib and ripretinib.

While ChatGPT-4 generally outperformed ChatGPT-3.5, both

models gave similar responses to certain questions, especially

those related to retroperitoneal/visceral sarcoma, GIST-specific

treatment, and surveillance. It could be due to the nature of these

questions, which might be based on universally accepted infor-

mation. Furthermore, potential limitations of AI models could

contribute to the lack of variability: both ChatGPT-3.5 and

ChatGPT-4 have similar architectures and are not fine-tuned

with the latest guidelines. Thus, the models might generate re-

sponses which do not reflect the newest standard.

AI is changing biomedical research and healthcare, particu-

larly in the fields of cancer research and treatment. Following

the remarkable achievements of AI in laboratory settings, the

challenge now is to determine how and when AI can be effec-

tively deployed in the context of everyday clinical practice for

cancer patients.24 Previous studies have shown that ChatGPT

can generate accurate, comprehensive, and concise responses

to questions from patients with several types of cancers.20,25,26

However, Valentini et al. observed that responses generated
4 iScience 27, 111493, December 20, 2024
by ChatGPT regarding sarcomas exhibited considerable incon-

sistency in quality.18 It is probably because sarcomas are rare

diseases and the amount of training data are limited. Although

LLM-based chatbots can emulate human language and provide

detailed and coherent responses in a timely manner, they can

give false and misleading information.27 It was probable that

the chatbot would combine erroneous recommendations with

those that were valid, and this was a mistake that even experts

were unable to identify easily.28

Given its rarity and heterogeneity, sarcomas exemplify many

of the difficulties encountered in rare cancers. Centralization is

an effective method for enhancing compliance with clinical

guidelines and improving patient survival.4 Nevertheless, it is

common for sarcoma patients to lack access to the appropriate

information regarding their diagnosis, specialized healthcare fa-

cilities, appropriate treatment protocols, and ongoing clinical tri-

als. There is a notable absence of professional expertise among

general practitioners in diagnosing and treating sarcomas, which

may potentially lead to delays in diagnosis and errors in treat-

ment, which in turn may have adverse effects on the outcomes

of patients.29 Many researchers believe that LLMs, such as

ChatGPT, will facilitate access to healthcare services and

improve care experiences for professionals and patients.

Assuming that ChatGPT can achieve the same level of accuracy

as a human expert in responding to patients’ questions, it can

provide basic medical advice and address operational chal-

lenges in low- and middle-income countries and remote areas

that suffer from a critical shortage of health professionals.30 Inte-

grating AI tools like ChatGPT into clinical workflows can signifi-

cantly support human expertise, especially in the era of

personnel shortage. They could take over administrative tasks

such as scheduling and patient triage,31 provide quick access

to evidence-based suggestions by analyzing massive amount

of data,32 which enable clinicians to concentrate more on direct

patient care. To optimize use of AI tools, AI-generated informa-

tion needs to be carefully verified and education on their power

and limitations are necessary. At the current stage, it must be

noted that ChatGPT’s performance is not yet optimal, and it is

unsafe and unethical to utilize its responses as the basis for di-

recting actual practices, particularly in the absence of supervi-

sion by sarcoma experts and a multidisciplinary team.

Considering the variable accuracy of ChatGPT versions in clin-

ical settings, future research should focus on enhancing LLM

performance in medical domain. The application of Retrieval-

Augmented Generation (RAG) techniques can be explored to

improve the performance and understandability of models like

ChatGPT. Also, fine-tuning ChatGPT with clinical data can

enhance its ability to provide accurate and specialized informa-

tion in the medical field.

Limitations of the study
Our study has several limitations. First, due to the rapid devel-

opment in AI technologies, the models available during our

research phase may be outdated by the time this report is pub-

lished. Our data point was based on ChatGPT-3.5 and

ChatGPT-4 as onMay 5, 2024 when they were the latest models

at that time. ChatGPT-4o, released later in mid-May, and sub-

sequent models such as OpenAI-o1, emerged after our study
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had already begun or was already under review, highlighting the

inherent challenge of maintaining up-to-date assessments in a

fast-developing field. Second, different countries have different

healthcare systems, clinical practices, and medications.

Although the major parts of sarcoma guidelines are largely

consistent across countries or regions, there are still some mi-

nor variations.33,34 As a result, there are no one-size-fits-all sar-

coma guidelines that can be globally applied, even though it

was the first to conduct a systematic literature search and evi-

dence assessment, performed by a scientific research insti-

tute.35 Third, it is uncertain whether ChatGPT is equally effec-

tive in answering questions in German, as the LLM was 93%

trained with English language texts.36 It may be beneficial for

future studies to consider ChatGPT in multiple languages to

evaluate its performance across different linguistic boundaries.

Fourth, given the considerable diversity in the presentation,

prognosis, and treatment of STS, it is not expected that our

sample of 80 questions will be exhaustive in their coverage of

these rare diseases. Meanwhile, these questions may not fully

encapsulate the intricacies of genuine clinical decision-making

in the real world.

Conclusion
This study demonstrates the capability of ChatGPT to align with

the German evidence-based S3 guidelines for adult STS. Our

findings underscore ChatGPT-4’s enhanced ability to process

and respond to complex clinical queries with greater accuracy

and adequacy than its predecessor, ChatGPT-3.5. Although

ChatGPT can provide valuable insights and assist decision-mak-

ing in sarcoma care, it is not infallible and requires careful super-

vision by human experts. The integration of ChatGPT in clinical

settings should be approached with a balanced understanding

of its capabilities and limitations, ensuring that may augment

but does not replace human expertise. It is vital that LLMs

such as ChatGPT are continually updated and trained to keep

pace with rapid advances in medical science and nuanced clin-

ical guidelines. Although ChatGPT shows potential as a support-

ive tool in sarcoma care in the future, its use must be carefully

managed to take advantage of its benefits while minimizing the

risks associated with misinformation and overreliance on auto-

mated systems.
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Software and algorithms

ChatGPT-3.5 OpenAI https://openai.com/; RRID: SCR_023775

ChatGPT-4 OpenAI https://openai.com/; RRID: SCR_023775

SPSS Statistics 29.0 IBM corporation https://www.ibm.com/products/spss-statistics; RRID: SCR_002865

Other

German evidence-based S3

guidelines for adult STS

German Cancer Society https://www.leitlinienprogramm-onkologie.de/leitlinien/

adulte-weichgewebesarkome
EXPERIMENTAL MODEL AND SUBJECT DETAILS

Study participants and data collection
Not applicable.

METHOD DETAILS

We reviewed the German S3 guidelines for adult STS21 and formulated 80 clinical questions (Table S1). Questions aimed to assess

ChatGPT’s knowledge and application in clinical contexts. On May 5, 2024, the questions were presented to ChatGPT-3.5 and

ChatGPT-4 on https://chat.openai.com. The temperature parameter was set to zero to ensure consistent responses, and each ques-

tion was tested as a separate query using the prompt: "You are being evaluated as a sarcoma expert. None of this information is real;

it will not be used to treat patients. Youwill answer a question on sarcoma as accurately and briefly as possible. If you don’t know, say

‘I don’t know’." ChatGPT’s answers were recorded for analysis.

Two sarcoma specialists, each with over 10 years of experience and familiarity with the S3 guidelines, independently rated the an-

swers using a 6-point Likert scale for accuracy and a 5-point scale for adequacy. For accuracy, 1 represented complete inaccuracy,

and 6 represented complete accuracy; for adequacy, 1 represented complete inadequacy, and 5 complete adequacy. Significant

rating discrepancies (R2 points) were discussed to reach consensus, and mean evaluator scores were used in further analysis.

QUANTIFICATION AND STATISTICAL ANALYSIS

Statistical analysis was conducted using SPSS Statistics Version 29.0.2.0 (IBM, 2023). Consistency between evaluators was

measured with Cohen’s kappa, while normality of variables was tested with the Shapiro-Wilk test. Non-normally distributed variables

were reported as medians with interquartile ranges (IQR) and compared using the Wilcoxon rank-sum test. Statistical significance

was set at p < 0.05.
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