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Abstract
Decision tree is one of the best expressive classifiers in data mining. A decision tree is popular due to its simplicity and straight-
forward visualization capability for all types of datasets. Decision tree forest is an ensemble of decision trees. The prediction 
accuracy of the decision tree forest is more than a decision tree algorithm. Constant efforts are going on to create accurate and 
diverse trees in the decision tree forest. In this paper, we propose Tangent Weighted Decision Tree Forest (TWDForest), which 
is more accurate and diverse than random forest. The strength of this technique is that it uses a more accurate and uniform 
tangent weighting function to create a weighted decision tree forest. It also improves performance by taking opinions from 
previous trees to best fit the successor tree and avoids the toggling of the root node. Due to this novel approach, the decision 
trees from the forest are more accurate and diverse as compared to other decision forest algorithms. Experiments of this novel 
method are performed on 15 well known, publicly available UCI machine learning repository datasets of various sizes. The 
results of the TWDForest method demonstrate that the entire forest and decision trees produced in TWDForest have high pre-
diction accuracy of 1–7% more than existing methods. TWDForest also creates more diverse trees than other forest algorithms.

Keywords Decision tree forest · Random forest · C4.5 · Classification · Hyperbolic function · CART 

1 Introduction

To mine useful information from massive data is a chal-
lenging field in today’s era. Various data mining methods 
are available to analyze massive data collected from vari-
ous sources. Classification is the method of finding to which 
group a new observation fits in. The classifier is trained 
using a set of data whose class is known. Many classifiers 
like K-Nearest Neighbor Classifier, Bayesian classifier, Rule-
based classifier, decision tree and many more are used to 
classify data efficiently [1]. A decision tree is one of the best 
classifiers due to its simple interpretation and expressive 
quality. It is a flowchart like structure in which internal nodes 
are used for taking decisions to predict class indicated by 
leaf nodes. A decision tree is a supervised classifier that gets 
trained by using a training dataset and tested using unseen 

instances. It is used for solving classification and regression 
problems. A decision tree is used as a promising, nonpara-
metric and supervised classifier for all size datasets. A small 
change in the data creates unstable decision trees, which 
might result in an entirely different tree. A decision tree fol-
lows the Greedy approach for construction of tree. Greedy 
approaches cannot assure to generate the globally optimal 
decision tree. This can be mitigated by several trees training, 
where the attributes and instances are randomly sampled. 
The main limitation of the decision tree is that it is prone to 
overfitting and fails to give a globally optimal solution. To 
tackle the given limitation of a decision tree, an ensemble of 
decision trees called decision tree forest is generated to avoid 
overfitting and finds globally optimal decisions [2]. Ensem-
ble methods have extensive benefits in automated assessment 
making areas as compared to single expert decision [2]. The 
significant rule behind ensemble methods are for collection 
of weak learners can combine to generate a “strong learner”.

Decision tree forest is a collection of decision trees gen-
erated from different training instances of a dataset. The 
main aim of collecting decision trees is to take an opinion 
of multiple decision trees, which leads to correct prediction 
of decision. In a real-time example, for the correct diag-
nosis of any disease, the opinion of many doctors is taken, 
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so that chances of failure are very less than taking opin-
ion from a single expert. This same concept is used in an 
ensemble of decision trees. It obtains the prediction from 
every tree in the forest and finally opts for the best solu-
tion through voting. The decision tree forest gives accurate 
results as compared to a single decision tree. Decision tree 
forest can handle hundreds of input features without any 
feature deletion. Researchers in literature performed varia-
tions to create decision tree forest. Every decision tree forest 
is qualified using two factors, namely accuracy and diversity 
of the forest. Each tree in the forest should be accurate and 
diverse. Importance and relation of accuracy and diversity 
are analyzed in literature [3, 4] and found that accuracy and 
diversity are essential factors for correct decisions. High 
ensemble accuracy and diversity should be balanced to cre-
ate efficient decision forest [4].

In this paper, we propose a novel Tangent Weighted 
Decision Forest (TWDForest) building method to create 
accurate and diverse decision trees. TWDForest creates 
accurate decision trees compared to existing decision tree 
forest methods. It uses novel tangent weighting function, 
which is capable of giving accurate weight ranges. Due 
to these accurate weight ranges, the classification perfor-
mance of decision tree forest and individual tree in the 
forest is increased. Another important contribution of this 
method is to utilize knowledge from each tree to create 
subsequent trees in the forest. Learning from previous 
trees leads to create decision trees which provide high 
classification capacity. As per the above discussion, the 
decision tree forest should be equally accurate and diverse. 
Diversity should not be compromised for accuracy of deci-
sion tree forest. TWDForest achieves variation (diversity) 
among different trees in the forest by avoiding consequent 
decision trees with the same root nodes. This variation in 
root node leads to create different decision nodes at differ-
ent levels in each tree of the forest. The proposed method 
is analyzed on various publicly available datasets of the 
UCI machine learning repository [5]. The experimental 
results prove that TWDForest increases the accuracy of 
decision tree forest with improvement in diversity. The 
accuracy of each tree in the TWDForest is better, and each 
tree is different from other trees in the forest.

This paper is structured into the following sections. Sec-
tion-2 gives a brief idea about various decision tree forest 
methods from literature along with its performance and limi-
tations. In section-3, some basic terminologies used in the 
paper are revisited. The proposed method of constructing a 
decision tree forest is discussed in section-4. The experimen-
tal results with discussion are elaborated in section-5. Vari-
ous real-time applications and implications are described in 
section-6. Finally, concluded with remarks of the proposed 
method in section-7.

2  Related work

Decision tree forest evolution started with concepts of Bag-
ging (Bootstrap Aggregation) [6] and Boosting [7], which 
are simple and compelling ensemble methods. These are 
based on the concept that the number of weak learners can 
create a single strong learner. A classifier that is slightly 
associated with the correct classification is called a weak 
learner. Bagging [6] generates a new dataset by randomly 
selecting instances from the original dataset. The size of 
each newly generated dataset is the same as the original 
dataset. Boosting [7] also generates a new dataset by assign-
ing weights to instances. AdaBoost [7] is a prominent basic 
boosting algorithm in the literature. AdaBoost works by 
putting extra weight on hard to classify instances and less 
on those instances previously classified. In the random sub-
space method [8], attributes are sampled in random order 
instead of instances as done in bagging. These features or 
attributes are sampled with a replacement for each decision 
tree learner. The random subspace method selects a subset 
of attributes either at tree level or at the node level. Due 
to this, every learner does not excess focus on attributes 
that emerges highly predictive in the training dataset but fall 
short to be as predictive outside that dataset. For this reason, 
these are a smart choice for applications where the quantity 
of features is larger than the number of training instances. 
The first method of random decision forests was proposed 
by Ho [9]. Ho created decision trees in a forest using the 
oblique hyperplane method. The use of hyperplanes can 
achieve better accuracy, and they build trees without the 
need for over-training. One of the key motivations is that 
random forest is very effectual because every tree in it is dis-
similar to other trees in the forest. This condition is obtained 
due to the random sampling of data for the training of every 
individual tree. The major drawback of this method is that 
it fails to work if a data set has fewer features because after 
selecting a subset of features, very few attributes are avail-
able in each tree. So trees generated using oblique hyper-
planes are not accurate and diverse.

Leo Breiman [10] extended Ho’s random decision forest 
[9] and registered it as a “Random Forests” trademark. Ran-
dom forest is a combination of bagging [6] and the random 
subspace method. Bagging also called bootstrap sampling is 
a method of generating new subsets by randomly selecting 
instances from the training dataset. The size of each subset 
is the same as the original training dataset and used to train 
a decision tree. As a result, an ensemble of different models 
is created in a random forest. It takes an average of all the 
predictions from these various trees. Output produced by 
bagging is more robust than a single tree. The random for-
est creates multiple decision trees and uses them together 
to get a more accurate and constant prediction. It creates a 
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tree from each bootstrap sample by using random subspace 
sampling. One of the main advantages of the random forest 
[10] is that it is most versatile, never over fit and gives better 
prediction accuracy than a single decision tree. It is found 
in the literature [11–13] that the size of the sub-space may 
not be evenly suitable for both low and high dimensional 
data sets. Cascading and Sharing method (CS4) [11] creates 
many decision trees. CS4 orders the attributes in descending 
order according to gain ratios. It creates  ith tree using the  ith 
best attribute. Then subtrees of  ith tree are created using the 
C4.5 decision tree algorithm [23]. The limitation of CS4 is 
that it generates a user input number of trees only when the 
number of attributes of a data set is greater than or equal to 
the user input number of trees. Otherwise, it builds as many 
trees as the number of non-class attributes in the data set. 
“Maximally Diversified Multiple Decision Tree Algorithm 
(MDMT)” [12] generates multiple trees with each tree con-
tains a different set of attributes. All attributes that have been 
used in the previous tree are removed from the training data 
set and builds the next tree using the modified training data 
set. This continues until either all non-class attributes of the 
data set are removed or the user-defined numbers of trees 
are generated. The limitation of MDMT is that it is only 
applicable for low dimensional data sets. It is unable to build 
multiple trees so diversity is one of the issues of MDMT. 
To avoid such hyperparameter, Forest-RK [13] proposed a 
random selection of a subset of attributes between 1 to total 
attributes.

“Random Feature Weights (RFW) for decision tree 
ensemble construction” [14] assigns random weight within 
the range of 0.0 to 1.0 to each attribute. It builds a decision 
tree by assigning merit value (multiplication of the Gini 
index with random weight) to each attribute. Then it selects 
the attribute with the highest merit value as the splitting 
attribute. This algorithm allows creating a more general 
form of random forest. The limitation of the random feature 
weight algorithm is that assignment of random weights to 
good attributes, which increases their chance of frequently 
selected as the root node. So many similar trees may get 
generated and reduce the diversity of the forest. “Systemati-
cally developed Forest (SysFor)” [15] builds multiple trees 
(100 or user input number) from a data set, which causes 
an overfitting problem. It selects good attributes and their 
split points, which are found using user-defined separation 
and goodness threshold. After that SysFor algorithm builds 
decision trees by putting the good attributes at level 1 as the 
root attribute node. It can construct several trees equal to the 
number of good attributes. If a user requires more trees, then 
it builds more trees by using other Level 2 good attributes. 
The different better attributes are selected from the set of 
good attributes for Level 2 nodes.

Dynamic Random Forest [16] uses other boosting stand-
ards in the framework of Random Forest. Like boosting, 

initially, all instances of training data have the same weight. 
Whenever a next tree is produced, weights are assigned to 
entire records of the training data set. These weights are 
based on instances correctly classified by previously gen-
erated trees. Stratified Random Forest [17] used attributes 
stratified sampling for dealing with high dimensional data. 
The main concept in stratified sampling is that attributes are 
divided into two different groups. Good attributes are in one 
group, and bad attributes are in the other group. Attributes 
with high classification capacity than average classifica-
tion capacity are considered as good attributes. Attributes 
with less classification capacity than average classification 
capacity are considered as bad attributes. It selects attributes 
randomly from both sets to create each tree in the decision 
forest.

Some variations of decision tree forests are proposed by 
Adnan et al. [18–20]. These decision forests are developed to 
make the forest more perfect, and the individual trees should 
be sufficiently diverse. One of the novel algorithms, “For-
est by Continuously Excluding Root Node (Forest CERN)” 
[18] continuously excludes attributes that are used in the 
root nodes of prior trees. Forest CERN imposes unfavour-
able weights to the attributes so that they cannot appear in 
the subsequent trees. Limitation of Forest CERN is that it 
assigns very disadvantageous weights to the attributes of 
high dimensional datasets and which results in decreasing 
individual accuracy of tree in the forest. Usually, all trees 
in the forest are not equally useful to increase the ensemble 
accuracy of the decision forest. A large number of trees in 
a decision forest have high computational overhead for pre-
dicting unseen records. Therefore, it is significant to find 
an effective sub-forest to reduce storage and computational 
overhead, increase or maintain the ensemble accuracy. 
Decision forests can be optimized by selecting accurate and 
diverse trees. Adnan et. al [19]. used a genetic algorithm to 
optimize the decision tree forest. It selects equally accurate 
and diverse trees as the initial population which produces an 
efficient sub-forest.

“Forest by Penalizing Attributes (ForestPA)” [20] is 
proposed by Adnan et al. which systematically builds deci-
sion trees in the forest. ForestPA creates each tree Ti from 
one bootstrap sample Di of a dataset D by imposing more 
weight to nodes tested at a lower level than tested at higher 
levels. It calculates the merit value of each attribute in deci-
sion tree construction by multiplying the Gini index [21] 
with the weight assigned to the attribute in previous trees. 
ForestPA uses the weight assignment strategy based on the 
exponential function. The drawback of an exponential func-
tion is that it increases slowly initially, and later, it increases 
sharply. So, attributes tested at a lower level cannot get the 
uniform range value. The next drawback of ForestPA is that, 
if attribute A appears in  ith tree as the root node, then i + 2th 
tree again becomes the root node in many trees. As shown 
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in Fig. 1, the root node of tree-1 A is repeated in tree-3 pro-
duces subsequent similar trees. Due to this frequent toggling 
of root nodes, the diversity of trees get affected and getting 
many subsequent similar trees.

The Extremely Randomized Trees [22] randomly 
selects cut points of a numerical attribute for adding 
more randomness for numerical attributes. Extremely 
Randomized Trees choose subspace default size as 

√

n 
where n is the size of the original training dataset. Like 
Random subspace, it is not applied to bootstrap sam-
ples. It uses the original training data set for construct-
ing decision trees. One of the major drawbacks of all the 
above decision tree forest methods is that no tree will 
take opinion from previous trees for which samples it 
fails to predict so that these samples can be get utilized 
into the next tree for correct predictions. So this draw-
back and all limitations of ForestPA are overcome in the 
novel proposed method of Tangent Weighted Decision 
tree forest (TWDForest).

3  Basic concepts in decision forest

Decision forest is an ensemble of decision trees which gives 
better prediction accuracy and produce diverse results. Deci-
sion trees and bootstrap sampling are essential terminolo-
gies in the decision forest. These basic terminologies are 
explained in this section:

3.1  Decision tree

A decision tree is a flowchart structure in which leaves rep-
resent classes and internal nodes represent the testing attrib-
utes. To create a decision forest, an individual tree is created 
using CART [21] or C4.5 [23] algorithm. CART algorithm 
selects more discriminated features makes it suitable to cre-
ate an efficient decision forest than C4.5 decision tree. In 
TWDForest, the Classification and regression tree (CART) 
approach [21] is used for building decision trees. The sig-
nificant advantage of using the CART decision tree is that it 
is a nonparametric decision tree building method, so it does 
not rely on a particular type of input data. It is not majorly 
impacted by outliers in datasets. Due to all these significant 
properties, the CART decision tree building algorithm is 
used to create individual decision trees.

3.2  Bootstrap sampling

Bootstrap sampling [10] is the method of creating new 
datasets Di (bootstrap) from the original dataset D such that 
the size of bootstrap Di is the same as the original data-
set D . Instances in the bootstrap sample are selected ran-
domly from the original dataset such that some samples may 
select repeatedly, and some samples from the dataset are not 
selected at all.

As shown in Fig. 2, three bootstrap samples are generated 
from the original dataset, whose size is same as the original 

Fig. 1  Toggling of the Root 
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dataset. The main advantage of using bootstrap sampling 
is that it increases the diversity of decision forest because 
a tree created from each bootstrap sample is diverse from a 
tree created from another bootstrap sample [24]. This leads 
to an increase in the diversity of TWDforest.

4  Tangent Weighted Decision tree Forest 
(TWDForest)

In this paper, the novel decision forest algorithm called 
Tangent Weighted Decision tree Forest is proposed, which 
overcomes limitations specified in Sect. 2. It uses a tangent 
hyperbolic function to calculate the weight range, which is 
more accurate than exponential function [25, 26].

4.1  Proposed Method

TWDForest improvement contributed to the following three 
proposed approaches:

a. More accurate hyperbolic tangent function to calculate 
weight range
b. Avoid the toggling of the root node in subsequent deci-
sion trees.
c. Opinion of the tree to best fit the successor tree.

TWDForest experiments show that these improvements 
not only increase the predictive accuracy of the forest but 
also increase the diversity of decision trees in the forest. 
Working of TWDForest is described using a block diagram 
in Fig. 3. The block diagram of TWDforest clearly shows the 
flow of TWDForest construction and novelty achieved in the 
proposed method. The major steps of TWDForest depicted 
in Algorithm-1 are described as follows.

Step 1: TWDForest reads the input training dataset D . 
It creates n . bootstrap samples 

{

D1,D2,D3, .....,Dn

}

 from 
the dataset D such that the size of bootstrap samples is the 
same as the training dataset D . The main aim of creating 
bootstrap samples is to create diverse decision trees. Then 
construct tree Ti from each bootstrap sample Di . To compare 
TWDForest method with existing methods, 100 bootstrap 

Training Dataset D

Bootstrap Sample D1 Bootstrap Sample D2 Bootstrap Sample Dn

Unfitted S1 Unfitted S2

Predic-1 Predic-2 Predic-n

Majority Voting

Output Class

Test D1 Test Dn

T1 T2 Tn

Testing 

Dataset DT

Test D2

Fig. 3  Block Diagram of TWDForest
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samples are generated. Bootstrap samples take nearly 63.2% 
original records from the training dataset.

Step 2: Initialize a uniform weight (�) of 1.0 to each 
attribute in the dataset D . The weight of each attribute is 
multiplied with the Gini index of the attribute to create a 
decision tree from each bootstrap sample.

Step 3: Construct each tree Ti by calculating the merit 
value for each attribute Aj . Merit value is calculated by 
multiplying the Gini index value of an attribute and weight 
calculated by our novel method based on hyperbolic tangent 

function. After constructing the tree, it checks whether the 
root node of the current tree is already available in Ti−1 or 
Ti−2 . If the root node is present in any of the previous tree 
Ti−1 or Ti−2 , then select next best merit valued attribute as a 
root node in the current tree Ti.

From experiments, it is observed that the attribute 
appeared as the root node of a tree Ti−1 again becomes the 
root node in the tree Ti+1 . This is called the toggling of the 
root node. It shows that the same root node appears in many 
trees.
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The main drawback of the toggling root node is that it 
decreases the diversity of the forest. In a decision tree forest, 
many trees may have the same attribute as the root node. If 
the root node is toggling then many similar trees get created 
as in ForestPA [20]. So to avoid this, toggling of the root 
node is avoided by selecting the next best attribute as a root 
node in a tree.

Step 4: Calculate new weights using Hyperbolic tangent 
function. It is more accurate than the exponential func-
tion, which is proven by researchers in literature [25, 26]. 
Weight of each attribute in tree Ti is obtained randomly from 
Weight-Range ( WR� ). Consider ∝ is the level of attribute 
Aj , then weight range is calculated for an attribute Aj using 
Eqs. 1 and  2.

Weight of root attribute Aj is calculated by randomly 
selecting a value from Weight-Range ( WRα ) 0 to Ub . Weight 
of any attribute with level α > 1 is calculated using Weight-
Range ( WRα ) lower bound (lb) to upper bound (Ub) . The 
discussion of a novelty using the hyperbolic tangent function 
is given in the next section.

Step 5: For each attribute Ak ∈ Ti−1 but not in a tree Ti , 
increment its gradual weight �k using the following Eq. 3 
where h is the height of a tree Ti−1 and �k is the current 
weight of that attribute. Due to this, the weight of those 
attributes which are not in the latest tree is increased. This 
gradual weight increment helps attributes to appear in sub-
sequent trees.

Step 6: Opinion of the tree created in the previous step 
is taken by finding unfitted instances and transferring it in 
successor trees. This novel contribution helps to utilize 
knowledge from unfitted instances instead of ignoring them. 
Unfitted instances are instances which fail to classify using 
current tree Ti . To find unfitted instances, test the samples of 

(1)Ub = 1 +

2 ∗ tanh

(

−1∕
�

2

)

1 − tanh

(

−1∕
�

2

)

(2)lb = 1 +

2 ∗ tanh

(

−1∕
� − 1
2

)

1 − tanh

(

−1∕
� − 1
2

) + 1

(3)�
k =

1.0 − �k

(h − 1) − �

Di on tree Ti and collect unclassified instances into the unfit-
ted set Si . This unfitted set Si is added into the next bootstrap 
sample Di+1 , as shown in Eq. 4 to create a tree Ti+1.

Repeat steps 1 to 6 for each bootstrap sample Di.
To understand the TWDForest algorithm, a flow of execu-

tion is shown in Fig. 3. As shown in the block diagram, after 
creating a tree T1 , the bootstrap samples D1 are tested on 
this tree. The unclassified instances from a tree are added in 
bootstrap samples D2 and so on. The algorithm is contrib-
uted to use a more accurate hyperbolic function to calculate 
weight range and it takes opinion from the previous tree and 
avoids toggling of root nodes.

4.2  TWDForest achievements and discussion

Novel algorithm to construct a decision tree forest called 
TWDForest is proposed in this paper. The efficiency of any 
decision forest is determined using the prediction accuracy 
of an individual tree of the forest, ensemble accuracy and 
diversity of forest [14, 18, 20]. The reasons behind the effi-
ciency achieved by TWDForest method are discussed below.

 I. Bootstrap sampling is used to create TWDForest 
increases the diversity of the forest. Each tree is 
created using one bootstrap sample which contains 
≅ 63% records from training dataset D and ≅ 27% 
records are duplicated. The main advantage of using 
bootstrap is that every tree i is different from other 
trees, so the diversity of forest gets improved.

 II. Removing the toggling of the root node is one of the 
contributions which avoid the use of the same root 
node in subsequent trees in the forest. This method 
increases the diversity of the forest because it avoids 
generating similar trees.

 III. Decision tree forests created in literature [10, 14, 18, 20], 
fails to utilize knowledge from trees constructed in the 
decision forest. In our novel contribution, after building 
each tree, the opinion of that tree is taken to best fit the 
next tree. This is achieved by finding unfitted instances 
from a tree and adding them to the next tree. Due to this, 
unfitted instances get more weight and the accuracy of 
subsequent trees is improved. This increases the accuracy 
of the individual tree and ensemble accuracy of the forest.

 IV. Unlike random forest, an entire attribute set is used 
to create each tree in TWDForest and the use of the 
Gini index to calculate merit value leads to choose 
the most efficient attributes at higher levels of trees. 
This will create more accurate trees than random for-
ests. One of the main advantages of a CART tree is 

(4)Di+1 = Di+1 ∪ Si
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that it is used for regression also aswell TWDForest 
also applied for regression method.

 V. The next line of defence is that TWDForest uses a 
hyperbolic tangent method to assign weights to attrib-
utes, which are defined to give more accurate deci-
sion trees. The characteristic of the tangent method is 
that it produces accurate results than an exponential 
function. Exponential function approximation near 
the argument 0, will be close to 1. This causes the 
loss of significant figures while computing the differ-
ence value exp (x) − 1 with floating-point arithmetic. 
So it produces a large calculation error, possibly pro-
duces meaningless results [25–27].

When experimentations are carried out with tangent and 
exponential functions, it is observed that when calculating 
weight ranges using tangent function produce accurate for-
est than the exponential method. Due to tangent function 
precision, TWDForest calculates accurate weight values for 
each attribute. To avoid errors produced by ex , Eq. 5 is used, 
which uses tangent based hyperbolic calculation.

In this section, with all lines of defence, it is proved that 
the TWDForest method not only increases the accuracy of 
an ensemble but also it performs best for individual accu-
racy. Due to avoiding toggling of root nodes in subsequent 
trees and best fitting of each tree, both accuracy and diversity 
are increased. The experimental results are discussed in the 
following section.

5  Experimental results

5.1  Dataset description

The performance of the proposed TWDForest method is 
evaluated on a popular 15 standard, well known UCI machine 
learning repository datasets, which are freely available [5]. 
To prove the scalability of TWDForest, various size data-
sets like small, medium and large scales are used to evaluate 
method. Experiments are carried out on small size datasets 
like Wine with 13 attributes, Sonar with 60 attributes, Glass 
with 9 attributes, Balance scale with 4 attributes, Credit 
Approval with 15 attributes, Liver disorder with 6 attributes 
and Ionosphere with 34. Medium size datasets like Car evalu-
ation with 6 attributes, Yeast with 8 attributes, Tic-Tac-Toe 
with 9 attributes, diabetes with 8 attributes and vehicle with 
18 attributes are evaluated using an algorithm. Large size 
datasets like chess, image segmentation and nursery with 36 

(5)expm(x) =
2 tanh (x∕2)

1 − tanh (x∕2)

and 19 attributes respectively used in TWDForest evalua-
tion. These datasets are from different domains with different 
attributes like numerical and categorical which proves that 
TWDForest is efficient and accurate for all datasets. Detail 
description of datasets is given in Table 1.

5.2  Comparison of different decision forest 
algorithms

In TWDForest, 100 trees are created from 100 bootstrap 
samples of each dataset. Results are tested using a tenfold 
cross-validation of the dataset and best results are stressed 
through bold-face. The original dataset is divided into 10 
parts. In each fold, 9 parts are used for training and the 
remaining one part is used for testing. Results are calculated 
for all folds, and then the average result of accuracy and 
diversity is calculated. Before applying algorithms, records 
with missing values are removed from a dataset. To build 
an individual tree in TWDForest, the CART [21] decision 
tree method is used. To prove the performance of proposed 
TWDForest, a comparison of results is done with various 
strategies like Random Subspace [8], Random Forest [10], 
Random Feature weights (RFW) [14], Forest CERN [18] 
and ForestPA [20]. These methods are the best algorithms 
to create a decision forest using weighting strategies, which 
creates the ensemble of decision trees.

TWDForest is tested for two measures, first is a predic-
tion accuracy and second is diversity. While calculating the 
accuracy of TWDforest, the accuracy of the individual deci-
sion tree and ensemble accuracy of the forest is calculated. 
Ensemble Accuracy (EA) is one of the best measures to 
check the performance of every decision forest. To calcu-
late ensemble accuracy, the majority voting strategy [10] is 

Table 1  Summary of datasets

Dataset Instances Attributes Classes

Car Evaluation 1728 6 4
Chess 3196 36 2
Image Segmentation 2310 19 7
Nursery 12,960 8 5
Yeast 1484 8 10
Balance Scale 625 4 3
Wine 178 13 3
Sonar 208 60 2
Glass 214 9 6
Liver Disorder 345 6 2
Ionosphere 351 34 2
Credit Approval 653 15 2
Tic-Tac-Toe 958 9 2
Pima Indian Diabetes 768 8 2
Statlog Vehicle 846 18 4
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used to test results. Results of individual accuracy are shown 
in Table 2 and results of ensemble accuracy are shown in 
Table 3. Accuracy is calculated using a number of instances 
classified correctly for the given test dataset. 

From Table 2, it is observed that the individual accu-
racy of each decision tree in TWDForest is better than other 
methods of decision forest. The average of individual accu-
racies of each tree in all 10 cross-validations is calculated 
and shown in Table 2. Many methods give better ensemble 
accuracy but fail to perform well for individual trees. So to 
test the performance of TWDforest, individual accuracies 
of each tree are compared. TWDForest gives the best per-
formance for all individual decision trees of almost all data 

types. The random subspace works well for Wine and Credit 
approval dataset. As compared to ForestPA, TWDForest 
shows 1 to 9% increment on all 15 datasets. ForestCERN 
works well for nursery data. For all datasets, TWDFor-
est gives 1 to 4% more individual tree accuracy than other 
methods.

Figure 4 shows a graphical representation of the com-
parison of average individual accuracies of TWDForest with 
other methods in percentage. From Fig. 4, it is clear that the 
accuracy of each tree in TWDForest is greater than other 
weighting decision forest methods.

Decision tree forest is found to be efficient when it is 
both accurate and diverse. Ensemble accuracy evaluation 

Table 2  Comparison of 
individual accuracy of tree in 
TWDForest with other methods

Dataset Random 
subspace

Random forest RFW Forest CERN ForestPA TWDForest

Car Evaluation 86.0 75.6 82.6 77.4 82.4 87.3
Chess 65.3 67.9 95.1 78.9 96.6 97.8
Image Segmentation 93.3 92.0 88.3 88.8 90.5 94.5
Nursery 70.4 70.2 91.7 95.2 91.1 94.6
Yeast 52.1 47.9 46.4 47.0 49.1 54.7
Balance Scale 67.4 64.9 64.8 65.0 65.2 69.1
Wine 90.4 88.9 87.9 85.1 87.9 88.0
Sonar 72.4 68.9 70.1 65.9 69.2 75.3
Glass 65.3 60.5 55.4 54.8 58.2 66.7
Liver Disorder 62.6 60.1 57.2 59.1 58.9 67.3
Ionosphere 88.9 88.0 88.1 86.7 87.9 89.2
Credit Approval 80.9 74.0 81.4 70.5 78.8 78.1
Tic-Tac-Toe 40.5 54.3 66.6 59.6 59.3 68.0
Pima Indian Diabetes 71.8 70.0 68.7 66.6 70.2 72.8
Statlog Vehicle 68.6 66.7 63.3 63.9 65.1 71.2

Table 3  Comparison of 
ensemble accuracy (EA) of 
TWDForest with other methods

Dataset Random 
subspace

Random forest RFW Forest CERN ForestPA TWDForest

Car Evaluation 93.5 91.2 93.7 93.8 94.2 96.4
Chess 95.1 95.2 97.1 98.0 97.7 98.0
Image Segmentation 97.6 97.1 97.5 96.8 97.8 98.4
Nursery 94.9 95.1 97.6 97.5 97.8 97.8
Yeast 58.6 59.5 57.9 58.8 61.4 68.6
Balance Scale 72.2 80.5 81.1 82.3 83.0 85.2
Wine 97.2 97.2 97.8 98.0 98.4 96.9
Sonar 84.6 83.1 80.6 84.9 84.1 85.3
Glass 73.2 74.1 73.2 71.8 73.6 77.3
Liver Disorder 69.8 71.5 71.0 71.0 71.8 75.5
Ionosphere 93.4 93.7 93.7 94.3 94.0 95.8
Credit Approval 85.9 86.1 86.4 87.0 87.1 86.9
Tic-Tac-Toe 80.7 84.5 85.8 87.1 86.7 89.2
Pima Indian Diabetes 76.2 75.9 75.6 74.0 76.9 79.1
Statlog Vehicle 73.5 74.1 74.6 75.1 76.3 80.4
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is carried out for all 15 datasets. Ensemble accuracy from 
Table 3 shows that our TWDForest method gives better 
results for all datasets except Wine and Credit approval. The 
overall ensemble accuracy is better as compared with other 
methods. TWDForest gives the best ensemble accuracy for 
Yeast, Glass, Liver Disorder, Tic-Tac-Toe and Statlog vehi-
cle dataset. All these datasets are of various sizes with dif-
ferent numbers of attributes. ForestPA gives better ensemble 
accuracy for Nursery, Wine and Credit Approval dataset. 
Random Subspace, Random Forest, RFW and ForestCERN 
increase individual tree accuracy but fails in ensemble accu-
racy. Decision forest is found to be promising when it gives 
better individual and ensemble accuracy. TWDForest per-
forms well for both individual accuracy and ensemble accu-
racy of decision forest.

Diversity may not be ignored for accuracy [3, 28, 30]. 
To calculate the diversity of the TWDForest, Kappa statis-
tics visualization [29] is the best measure of defining how 
diverse decision trees are in a forest is used. Kappa statis-
tics used to calculate diversity between two different trees. 
Kappa is also called as inter-rater reliability. To calculate the 
diversity of each tree in the decision tree forest, the Kappa of 
each tree is compared with remaining all trees in the forest. 
Consider Ti is a single tree then Kappa of tree Ti is calcu-
lated with T − Ti , where T  is the decision forest. Prediction 
of tree Ti and prediction of remaining trees T − Ti combine 
(By majority voting) is calculated. Consider Po is a relative 
observed agreement between tree Ti and the tree T − Ti . Pe is 
the hypothetical probability of chance agreement (expected 
agreement) between tree Ti and forest T − Ti . Kappa of tree 
Ti is calculated using Eq. 6.

If K = 0, then a tree disagrees on each testing record with 
other trees. If K = 1, then a tree is agreed on each example 
with remaining trees. This K value indicates that Kappa 
value is lower for diverse trees.

In Table 4, the average individual kappa for decision for-
ests is calculated. To calculate kappa values, tenfold cross-
validation method is used. The results show that for some 
datasets like yeast, Balance scale, Glass, Liver Disorder and 
Ionosphere diversity of TWDForest is better than Random 
Forest, Random Subspace, Forest CERN and ForestPA. 
Forest CERN method produces more diverse trees for some 
datasets like Car Evaluation, Wine, sonar, Credit Approval 
and Pima Indian Diabetes. But Average individual accuracy 
and Ensemble accuracy of Forest CERN is less as compared 
to TWDForest. Decision forest with better accuracy and 
diversity is efficient than only accurate or diverse decision 
forests. TWDForest fulfills all criteria of better ensemble 
accuracy, individual accuracy and diversity. Other methods 
fail in balancing both. Forest CERN and RFW are more 
diverse but the accuracy of the ensemble is less. The accu-
racy of Random Forest and ForestPA is better but diversity 
is low. Fig-5 shows a comparison of individual kappa values 
of RFW, Forest CERN and proposed method TWDForest 
for different datasets. TWDForest method elaborated on all 
aspects of creating efficient decision tree forest. TWDForest 
gives better accuracy and diversity than all other weight-
based decision tree forest creation methods.

(6)K =
p
o − p

e

1 − p
o

Fig. 4  Comparison of average individual accuracies of TWDForest with other decision forest method
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5.3  TWDForest parameter evaluations

Decision tree forest performance is not much influenced by 
parameters. In TWDForest few parameters like number of 
bootstrap samples (�) , number of trees in a forest, Weight-
Range ( WRα ) and gradual weight 

(

�k

)

 are important. The 
number of trees created in TWDforest is based on bootstrap 
samples. In TWDForest, 100 diverse trees are generated 
using 100 bootstrap samples. Results from Table 3 and 
Table 4 prove that TWDForest performs outstandingly with 
100 trees. TWDForest is also evaluated on various bootstrap 
samples like 50, 60, 70, 80 and 90. Table 5 shows the ensem-
ble accuracy of TWDForest with varied numbers of trees. 
It is observed that the number of trees affects the accuracy 

of TWDForest. If trees are more in a forest then accuracy is 
better for a maximum dataset.

Table 6 shows the diversity of TWDForest with varied 
numbers of trees. From results shown in Table 6, TWDFor-
est achieves more diversity when it contains many trees. 
When 100 trees are created TWDForest consist of diverse 
trees for a maximum dataset.

Along with many trees in a forest, Weight-Range ( WRα ) 
is one of the important parameters. It is calculated using the 
novel tangent function. This parameter gives varied weight 
to each attribute such that no two attributes get the same 
weight. Another important advantage of the weight range 
is that, while building a tree, each attribute’s merit value is 
calculated using its Gini index and random value in weight 
range as shown in step-4 of Algorithm-1. To form diverse 

Fig. 5  Comparison of average 
individual kappa of TWDForest 
with RFW and ForestCERN
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Table 4  Comparison of 
diversity of TWDForest with 
other methods

Dataset Random 
subspace

Random forest RFW Forest CERN ForestPA TWDForest

Car Evaluation 0.76 0.54 0.66 0.53 0.65 0.60
Chess 0.47 0.49 0.93 0.65 0.94 0.92
Image Segmentation 0.90 0.90 0.75 0.80 0.81 0.76
Nursery 0.64 0.63 0.89 0.94 0.88 0.85
Yeast 0.60 0.47 0.45 0.44 0.47 0.42
Balance Scale 0.61 0.43 0.43 0.43 0.43 0.41
Wine 0.85 0.83 0.81 0.77 0.81 0.78
Sonar 0.47 0.40 0.42 0.33 0.42 0.37
Glass 0.61 0.53 0.44 0.41 0.45 0.41
Liver Disorder 0.49 0.31 0.24 0.24 0.27 0.23
Ionosphere 0.82 0.79 0.79 0.74 0.78 0.73
Credit Approval 0.75 0.64 0.79 0.54 0.69 0.67
Tic-Tac-Toe 0.28 0.31 0.47 0.30 0.40 0.39
Pima Indian Diabetes 0.58 0.49 0.41 0.35 0.49 0.46
Statlog Vehicle 0.67 0.62 0.55 0.57 0.60 0.56
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trees in TWDForest, the weight of attributes that are in 
the latest tree is increased using the weight range. Gradual 
weight increment 

(

�k

)

 is done for attributes that are not tested 
in the latest tree using Eq. 3. Due to gradual weight incre-
ment, attributes get a chance to select in subsequent trees.

5.4  Evaluating the complexity of TWDForest

The computational complexity of any algorithm is the num-
ber of resources required to run it. Particular focus is given 
on time required for an algorithm execution. Tuning param-
eters of decision tree forest may result in a computational 
overhead, particularly for large data sets, with hundreds and 
thousands of instances and attributes [31]. TWDForest is 

evaluated for large datasets with many attributes. To create 
each node in a tree, each attribute’s merit value is calcu-
lated, which increases the computational complexity of an 
algorithm. One of the novelties in TWDForest is that after 
the creation of each tree, testing data is classified and mis-
classified instances are added in the next bootstrap samples 
for creating the next tree. Due to these operations, the time 
required to train TWDForest is more. The computational 
complexity of TWDForest is evaluated as follows: Consider 
TWDForest creates η trees, m average number of attributes 
in each tree and average instances in each bootstrap sam-
ples are k . The computational complexity of TWDForest 
is O(�XcXmXkXlog(k)) . TWDforest is a nonparallel algo-
rithm, so computational complexity cannot be optimized. 
Table 7 shows the time required for a different dataset for 

Table 5  TWDForest ensemble 
accuracy (EA) in % with a 
varied number of trees

Dataset 50 Trees 60 Trees 70 Trees 80 Trees 90 Trees 100 Trees

Car Evaluation 94.67 94.35 95.23 96.15 96.20 96.4
Chess 96.02 96.54 96.58 97.80 97.89 98.0
Image Segmentation 97.16 97.34 97.45 97.98 98.3 98.4
Nursery 96.19 96.23 97.32 97.70 97.85 97.8
Yeast 67.26 67.90 67.93 68.27 68.41 68.6
Balance Scale 82.06 83.20 84.20 84.25 85.17 85.2
Wine 95.88 96.54 97.08 97.86 96.04 96.9
Sonar 85.41 82.54 84.06 84.27 84.87 85.3
Glass 75.10 76.37 76.54 76.45 77.01 77.3
Liver Disorder 73.69 74.08 74.29 74.89 75.1 75.5
Ionosphere 92.0 92.47 93.45 94.78 95.29 95.8
Credit Approval 84.27 84.98 85.94 86.05 86.69 86.9
Tic-Tac-Toe 86.12 87.23 87.41 88.12 88.94 89.2
Pima Indian Diabetes 72.11 73.21 73.68 77.85 79.21 79.1
Statlog Vehicle 75.94 77.82 78.37 77.21 78.16 80.4

Table 6  Diversity of 
TWDForest with a varied 
number of trees

Dataset 50 Trees 60 Trees 70 Trees 80 Trees 90 Trees 100 Trees

Car Evaluation 0.68 0.67 0.653 0.64 0.64 0.60
Chess 0.978 0.96 0.94 0.935 0.93 0.92
Image Segmentation 0.83 0.813 0.80 0.79 0.77 0.76
Nursery 0.92 0.891 0.87 0.86 0.84 0.85
Yeast 0.517 0.50 0.486 0.487 0.48 0.42
Balance Scale 0.48 0.464 0.45 0.44 0.43 0.41
Wine 0.89 0.86 0.82 0.81 0.80 0.78
Sonar 0.46 0.45 0.42 0.42 0.40 0.37
Glass 0.52 0.48 0.45 045 0.44 0.41
Liver Disorder 0.36 0.32 0.29 0.30 0.29 0.23
Ionosphere 0.84 0.812 0.81 0.79 0.78 0.73
Credit Approval 0.78 0.74 0.73 0.72 0.70 0.67
Tic-Tac-Toe 0.48 0.45 0.41 0.417 0.39 0.39
Pima Indian Diabetes 0.68 0.62 0.57 0.52 0.50 0.46
Statlog Vehicle 0.62 0.62 0.60 0.59 0.56 0.56
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TWDForest training. It shows that time required to train 
TWDForest is more than Random Forest and ForestPA 
which are contending algorithms. The time required for a 
Random Forest is minimum than ForestPA and TWDForest. 
After evaluating the computational complexity of TWDFor-
est, all these 100 trees are created sequentially, so the time 
required to compute the algorithm is more. This is the main 
limitation of the TWDForest method which can overcome 
by applying some parallel computation on building forest.

6  Real‑time applications of TWDForest

Decision tree forests are used in modeling predictions, 
behavior analysis and are constructed using decision trees. 
These are unexcelled in prediction accuracy, mathematically 
simple among current algorithms of classifications, and 
runs efficiently on large databases. As compared to a single 
decision tree, decision tree forest has promising prediction 
capacity due to the diverse nature of the ensemble classifier. 
Decision tree forests are so powerful and frequently used 
to appear in virtually every commercial and open-source 
software package that supports predictive analytics. From 
experiments, it is proved that TWDForest can be applica-
ble for small to large scale various types of datasets with 
efficient performance. TWDForest could be applied to 
various real-time applications like banking, stock market, 
economy, social media analysis, E-commerce, ubiquitous 
analysis, weather forecasting, and in many areas. Now a 
day during the COVID-19 Pandemic, everyone is more 
attached to social media for various purposes like entertain-
ment, knowledge, job, teaching, etc. TWDForest is one of 

the best algorithms to predict desired outcomes from real-
world social media data [32–37]. Liu et al. [32] presented 
fortune tellers to predict the career path from data collected 
from various social media sources. TWDForest may achieve 
higher prediction accuracy in deciding a career path as it 
generates diverse ensemble classifiers.

Prediction of age and gender using online social media 
data [33], audience attributes of articles [34], detecting influ-
ential bloggers [35], vehicle sales prediction using sentiment 
analysis twitter and stock market [36], and political ideology 
through twitter posts [37] are some real-time applications 
where TWDForest can be the best predictor. Along with 
stated real-time applications, TWDForest may achieve bet-
ter accuracy for some real-time data prediction methods like 
urban water quality prediction [38] and multi- appliance rec-
ognition system [39]. TWDForest is not influenced by many 
parameters so it a less parametric algorithm. TWDForest 
will perform better in the risk prediction of different medical 
fields. A random forest can be replaced with TWDForest is 
risk prediction for adverse health events [40] for achieving 
accurate prediction. Predicting COVID-19 patient health 
[41, 42] and drug discovery is an essential and significant 
area of research in this pandemic. TWDForest will be the 
best classifier in COVID-19 research.

7  Conclusion

TWDForest is a decision tree forest that is more accurate 
and diverse than existing decision tree forest methods. The 
novelty in this method is to use the Tangent hyperbolic func-
tion to construct accurate decision trees in the forest. The 
effectiveness of TWDForest lies in taking opinions from 
previous trees to construct subsequent trees, which create 
more accurate decision trees in the forest.

To create diverse trees in the forest, a novel idea to avoid 
the toggling of the root node in subsequent trees is applied. 
Empirical experiments are carried out on 15 well-known 
datasets from the UCI machine learning repository. These 
datasets are of various sizes and a varied number of features. 
The use of the CART decision tree algorithm in TWDForest 
makes this suitable to use for creating regression trees. It is 
capable to give promising results for a numeric, categorical 
and mixed dataset. The performance of TWDForest is com-
pared with various popular decision tree forest algorithms 
like Random Subspace, Random Forest, RFW, ForestCERN 
and ForestPA. Results shows that TWDForest is more accu-
rate and diverse than other decision forest methods.

TWDForest creates decision trees sequentially, which 
increases the computational burden. It is observed specifi-
cally for a big dataset that computation time is more. In 
the future, the main aim is to use parallel computation to 
create decision trees which will significantly decrease the 

Table 7  Comparison of Training time (in Seconds) of TWDForest 
with other algorithms

Dataset Random Forest ForestPA TWDForest

Car Evaluation 0.24 13.06 16.30
Chess 0.28 12.26 13.40
Image Segmentation 4.03 28.78 34.56
Nursery 1.35 268.6 305.2
Yeast 2.88 18.34 20.41
Balance Scale 0.24 1.82 2.07
Wine 0.13 0.56 1.29
Sonar 0.28 3.82 4.05
Glass 0.26 0.95 1.03
Liver Disorder 0.23 1.25 1.85
Ionosphere 0.45 3.39 4.03
Credit Approval 0.68 10.49 11.12
Tic-Tac-Toe 0.18 6.86 7.15
Pima Indian Diabetes 0.85 3.17 3.81
Statlog Vehicle 2.05 7.77 9.01
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overhead of computation. Further analysis of all trees cre-
ated in TWDForest will give scope to find similar trees and 
remove these trees to produce an optimized forest. TWDFor-
est can be made more diverse by using other weight assign-
ment strategies.
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