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Assessing driver distraction 
from in‑vehicle information 
system: an on‑road study exploring 
the effects of input modalities 
and secondary task types
Qi Zhong *, Jinyi Zhi *, Yongsheng Xu , Pengfei Gao  & Shu Feng 

In‑vehicle information system (IVIS) use is prevalent among young adults. However, their interaction 
with IVIS needs to be better understood. Therefore, an on‑road study aims to explore the effects 
of input modalities and secondary task types on young drivers’ secondary task performance, 
driving performance, and visual glance behavior. A 2 × 4 within‑subject design was undertaken. The 
independent variables are input modalities (auditory‑speech and visual‑manual) and secondary 
task types (calls, music, navigation, and radio). The dependent variables include secondary task 
performance (task completion time, number of errors, and SUS), driving performance (average speed, 
number of lane departure warnings, and NASA‑TLX), and visual glance behavior (average glance 
duration, number of glances, total glance duration, and number of glances over 1.6 s). The statistical 
analysis result showed that the main effect of input modalities is significant, with more distraction 
during visual‑manual than auditory‑speech. The main impact of secondary task types was also 
substantial across most metrics, aside from average speed and average glance duration. Navigation 
and music were the most distracting, followed by calls, and radio came in last. The distracting effect of 
input modalities is relatively stable and generally not moderated by the secondary task types, except 
radio tasks. The findings practically benefit the driver‑friendly human–machine interface design, 
preventing IVIS‑related distraction.

The in-vehicle information system (IVIS) is an essential human–machine interface (HMI) providing drivers with 
both driving-related information (e.g., navigation or fuel level) and non-driving-related information (e.g., music 
or calls)1. IVIS is commonly recognized for its extensive entertainment  features2. For the past few years, IVIS’s 
sales have witnessed exponential growth. According to  Statista3, the global shipment of units will surpass 200 
million by 2022. Compared to traditional in-vehicle devices, the advances in intelligent networking technology 
have begun to erode the boundary between mobile phones and  IVIS4. Given the explicit prohibition surrounding 
mobile phone use while driving in most countries or  regions5 and the growing incorporation of mobile phone 
technology in  IVIS6, the issue of IVIS-related distraction has drawn widespread concerns worldwide. Therefore, 
it is essential to understand IVIS’s challenges for road safety and public  health7–9.

IVIS use while driving among young drivers
Driver distraction is increasingly recognized as a significant source of motor vehicle injuries and  fatalities10. 
IVIS use while driving is dangerous and even illegal when it endangers safe driving, as it diverts attention away 
from the driving primary task and towards the IVIS secondary  tasks11. It can involve visual, auditory, manual, 
cognitive, and temporal demands, often requiring a combination of all  simultaneously12. There is extensive 
evidence from  simulators13–15, on-road  studies16–18,  naturalistic19–21, roadside  observations22–24, office accident 
 reports25–27, and self-report interviews or  questionnaires28–30 jointly demonstrating the negative consequences 
of IVIS-related distraction on the roadway. For example, Peng et al.13 identified drivers exhibiting considerable 
visual attention on text-related IVIS tasks within a driving simulator test. Zhong et al.16 conducted a field driving 
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study insisting that IVIS use behind the wheel worsened driving performance and caused a potential accident. 
Dingus et al.19, using naturalistic driving data, reported that interactions with IVIS increase the crash odds by 
4.6 times in Americans, which was higher than fatigued driving (odds ratio = 3.4) and mobile phone use while 
driving (odds ratio = 3.6). A systematic review of observational studies on secondary task engagement while 
 driving22 documented that IVIS is the second most common in-car distraction after mobile phones. Beanland 
et al.25 demonstrated the feasibility of using in-depth crash data to investigate driver inattention in casualty 
crashes. Furthermore, Oviedo-Trespalacios et al.28 found that drivers can be aware of the distraction risk of IVIS, 
especially the more visually demanding glance behavior through interviews and questionnaires. Unfortunately, 
there is no clear legislation regarding IVIS-related distractions compared to mobile  phones31–33.

A recent meta-analysis conducted by Ziakopoulos et al.34 revealed that young drivers exhibit the highest usage 
of IVIS and are more prone to distraction-related injuries. Similarly, Romer et al.35 emphasized the importance 
of focusing on young drivers, considering their underdeveloped ability to allocate attention and limited driving 
experience, particularly regarding technology-based distractions.  Lansdown36 found that individuals aged 
18–29 years were more prone to experiencing IVIS-related distractions compared to other age groups. Young 
drivers may face heightened driver errors due to their use of IVIS, such as running a yellow light and failing to 
detect a  pedestrian37. When considering the combined influences of limited experience, the inclination to use 
their IVIS, and the subsequent rise in driver error, it becomes evident that determining the effects of IVIS use 
on young drivers’ distracted behavior is of utmost importance.

The distracting effects of input modalities and secondary task types
According to multi-resource  theory38, the primary driving task and secondary IVIS task can compete in each 
resource pool (e.g., visual, auditory, manual, and cognitive). Thus, the distraction effect caused by various input 
modalities may be different. Besides, given that the difficulty, steps, and duration can vary, the level of distraction 
may also be affected by secondary task  types39,40. Several research studies have concentrated on the distracting 
effects of input modalities and secondary task types, some of which are mentioned in the current work.

For instance, Maciej and  Vollrath41, using a simple driving simulation, investigated the distracting effects 
of input modalities (auditory-speech and visual-manual) and secondary task types (music, calls, address, 
and area-of-interest navigation). As a result, auditory-speech improved driving performance, off-road glance 
behavior, and subjective experience, except for area-of-interest navigation. Garay-Vega et al.42 examine the input 
modalities within in-vehicle music systems (auditory-speech and visual-manual) on driver distraction through 
a virtual world. Consequently, auditory-speech reduced the total glance duration, prolonged glances, number 
of glances, and perceived workload compared to the visual-manual. Zhong et al.43 launched a medium-fidelity 
simulating experiment to directly compare the effect of four input modalities (QWERTY, hand-writing, shape-
writing, and auditory-speech) within in-vehicle navigation systems on young drivers’ distracted behavior. In 
general, auditory-speech significantly outperformed the other three visual-manual input modalities. Ma et al.44 
implemented a high-fidelity driving simulator to evaluate the effects of input modalities (steering wheel buttons, 
knobs and buttons, touchscreen, and auditory-speech) and secondary task classes (basic, medium, and advanced) 
on distracted driving behavior. Conclusively, steering wheel buttons and auditory-speech were better matched 
for basic tasks. Auditory-speech was appropriate for medium tasks. Both visual-manual and auditory-speech 
were proper for advanced tasks. Zhang et al.45 explore the effects of input modalities (touchscreen, auditory-
speech, and gesture) and secondary task types (navigation, music, and browsing) on IVIS performance, driving 
performance, and visual behavior. The simulator study reported that touchscreen led to the worst influence, 
gesture followed, and auditory-speech came in last. The interaction effects between input modalities and 
secondary task types are generally insignificant.

While increasing research on the distracting effects of input modalities and secondary task types, most are 
limited to simulated driving environments. Although it can provide safe and controllable conditions, and the 
relative validity for in-vehicle HMI visual distraction testing is gradually  confirmed46,47, it is still necessary to 
understand the distracting effect in production vehicles and actual driving conditions, which further increases 
external validity. Early, Chiang et al. compare driver use of the auditory-speech and visual-manual interface for 
navigation entry tasks based on over-the-road  evaluations48. Similarly, Mehler and colleagues assess the on-road 
demand of the two types of interfaces in two production vehicles, which documented that auditory-speech 
interfaces can reduce visual demand but do not eliminate  it49,50. Recently, the on-road study of Strayer et al. also 
provides empirical evidence that the distracting effects of IVIS systematically varied as a function of the input 
modalities, secondary task types, and vehicle  models17,18. Another recent work by their research team also points 
out that age has a noteworthy moderating effect on IVIS-related  distraction51. However, to our knowledge, few 
on-road studies reported the effects of input modalities and secondary task types on young drivers’ distracted 
behavior.

The current study
In conclusion, the literature on the distracting effects of input modalities and secondary task types is mainly 
limited to simulator research. With the maturity of intelligent network technology, field driving experiments with 
production vehicles have become possible. Besides, young people are the heaviest IVIS users and account for a 
significant share of distraction-related accidents, but how young drivers interact with IVIS under actual driving 
conditions needs to be better examined. Therefore, an on-road study was undertaken on an instrumented vehicle 
to explore the effects of input modalities and secondary task types on young drivers’ secondary task performance, 
driving performance, and visual glance behavior. Theoretically, it supplements the current literature on IVIS-
based distractions among young drivers. Practically, it is helpful to develop a driver-friendly IVIS. Specifically, 
three hypotheses are proposed as follows.
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Hypotheses 1: The main effects of input modalities on young drivers’ secondary task performance, driving 
performance, and visual glance behavior are significant.

Hypotheses 2: The main effects of secondary task types on young drivers’ secondary task performance, driving 
performance, and visual glance behavior are significant.

Hypotheses 3: The interaction effects of input modalities and secondary task types on young drivers’ secondary 
task performance, driving performance, and visual glance behavior are significant.

Method
Design
The 2 × 4 within-subject repeated measures experiment was designed, with input modalities and secondary 
task types as the independent variable. The interaction modalities cover auditory-speech and visual-manual. 
The secondary task types include calls, music, radio, and navigation. The dependent variable, distracted 
driving behavior, is represented by three dimensions (secondary task performance, driving performance, 
and visual glance behavior), the detailed information of which can be seen in Table 1. Specifically, secondary 
task performance includes task completion time, number of errors, and system usability scale (SUS). Driving 
performance includes average speed, number of lane departure warnings, and NASA-Task Load Index (NASA-
TLX). Visual glance behavior includes average glance duration, number of glances, total glance duration, and 
number of glances over 1.6 s.

Participant
The convenience sampling method was employed to recruit 28 participants (14 males) who resided in Chengdu, 
China, aged 18–25 years (M = 21.66; SD = 1.88), and had a full driver’s license and proof of vehicle insurance. 
Over 50% (N = 17) of the participants were enlisted via the classroom or professional lectures from the School 
of Design, Southwest Jiaotong University. All the remaining participants (N = 13) were enlisted via a snowball 
sampling approach among friends and classmates. Individuals who did not have regular or corrected normal 
visual acuity were excluded. Each participant must also complete a 15 min online safety driving training and 
pass the accompanying certification examination following the policy of the Ethics Committee of the School 
of Design, Southwest Jiaotong University (Approval Number: 2022120904). All participants had signed written 
informed consent forms before participating.

As shown in Table 2, most participants had a college education or higher on average. They reported driving 
an average of 3.6 h per week (M = 3.60; SD = 1.43). Of the participants, 67.9% (N = 19) drove automatic vehicles, 
while 32.1% (N = 9) reported driving manual vehicles. 50% of the participants (N = 14) mainly drove on urban 
roads. The top four functions commonly utilized on their IVIS, in descending order, are as follows: calls (N = 26), 
music (N = 25), radio (N = 23), and navigation (N = 21).

Table 1.  Definition, source, measurement, and correlation of dependent variables. “ − ” denotes the negative 
correlation. “ + ” denotes that the positive correlation.

Dimension Metrics Definitions Measurements Correlation

Secondary task performance

Task completion time (s)
Task completion time refers to the interval from the issue of the pre-
recorded voice command to the participant successfully completing 
the corresponding IVIS  task1,14,15,43,52–56

Post-video analysis − 

Number of errors (n) The number of errors refers to the counts that deviated from the 
correct operation path during the task completion  time1,14,15,43,52–56 Post-video analysis − 

SUS (points) The SUS is a subjective assessment tool of IVIS usability (0 ~ 100 
points) on ten statement  items14,52 SUS + 

Driving performance

Average speed (km/h) The average speed is the mean driving speed during dual-task and 
baseline  conditions1,14,15,43,52,54,56 Post-video analysis + 

Number of lane departure warnings (n)
The number of lane departure warnings refers to the alarm counts 
automatically issued by the lane departure warning system of the 
instrumented vehicle during dual-task and baseline  conditions18,54

Post-video analysis − 

NASA-TLX (points)
The NASA-TLX is a subjective assessment tool deriving an overall 
workload score (0 ~ 100 points) that needs a weighted average of 
the ratings on six subscales: mental demand, physical demand, 
temporal demand, performance, effort, and  frustration14–16,52–56

NASA-TLX − 

Visual glance behavior

Total glance duration (s)
The total glance duration refers to the total amount of glance time 
entering the area of interest (IVIS screen in this study) during dual-
task  conditions1,14–16,43,52–56

Tobii Pro Lab + 

Number of glances (n) The number of glances refers to the number of glances entering the 
AOI during dual-task  conditions1,14–16,43,52–55 Tobii Pro Lab + 

Average glance duration (s) The average glance duration refers to the mean time for each glance 
entering the AOI during dual-task  conditions1,14–16,43,52–54,56 Tobii Pro Lab + 

Number of glances over 1.6 s (n)
The number of glances over 1.6 s refers to the mean glance duration 
exceeding 1.6 s during dual-task conditions, increasing near-crash 
and crash risks by at least two times than baseline  driving1,15,43,52,54

Tobii Pro Lab + 
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Location
According to the driver behavioral adaptation  theory57, drivers generally do not interact with IVIS at particular 
road alignments (e.g., intersections, turns, and congested roads) to ensure safe driving benefits. Besides, a 
complex road environment will cause internal interference to the experimental result. Therefore, a two-way, 
four-lane urban road test route (see Fig. 1) located in Pidu District, Chengdu, China, was selected to ensure the 
experiment’s external and internal validity as much as possible. The test route consists of two straight sections, a 
right angle turn, 14 intersections, and 12 traffic lights, starting at 999 Xian Road and ending at 555 Campus Road. 
The lane is 3.75 m in width and 4.5 km long, isolating the central green belt, the low-demand traffic flow, and no 
horizontal curves and vertical gradients. Roadside infrastructure includes traffic signs, buildings, streetlights, 
and tree-lined landscapes. All the work was carried out on weekdays from 8:30 ~ 10:30 and 15:00 ~ 17:00 to avoid 
the rush commuting hours.

Table 2.  Descriptive statistics of demographic characteristics (N = 28).

Demographics Classification N %

Gender
Male 14 50.0

Female 14 50.0

Education level

High school or below 4 14.3

Undergraduate or junior college 18 64.3

Postgraduate or above 6 21.4

Transmission type
Automatic 19 67.9

Manual 9 32.1

Driving location

Largely urban area 14 50.0

Both urban and rural areas 11 39.3

Largely rural area 3 10.7

Top four IVIS functions

Calls 26 92.9

Music 25 89.3

Radio 23 82.1

Navigation 21 75.0

Fig. 1.  The Amap application, version 13.0, created the map of the experimental route (URL:https:// map. amap. 
com).

https://map.amap.com
https://map.amap.com


5

Vol.:(0123456789)

Scientific Reports |        (2024) 14:20289  | https://doi.org/10.1038/s41598-024-71226-4

www.nature.com/scientificreports/

Apparatus
The field driving experiments occurred in a left-hand Nissan SUV model—Trail 2019, representing modern 
intelligent connected vehicles to the market. The instrument vehicle has a 9.7-in touchscreen-based IVIS with 
a resolution of 2048 × 1536, equipped with various applications (e.g., calls, music, radio, and navigation) for 
subsequent secondary task comparisons. In addition, the lane departure warning system based on 77 GHz 
millimeter wave radar is sensitive to record the number of lane departure warnings. A USB-based GoPro Hero 
12 Black motion camera connected to a mobile phone was mounted to the side of the IVIS screen by a bracket, 
providing a 90° view to capture the participants’ interaction performance. The Tobii Glasses 3 is the latest 
wearable eye tracking device, using binocular stereo dark pupil tracking technology, sampling rate of 50 Hz, 
accuracy of 0.6°, very suitable for driving behavior  research14–18. When the integrity and quality of automatic 
mapping are not reliable in the eye-tracking analysis, the frame-by-frame manual check and mapping are used 
to correct it. In necessity, we can also create the ’Snapshots’ and mark the ’Events’ types in the Tobii Pro Lab 
software to help process the eye-tracking data. A USB-based 70mai dash cam M500 was installed in the top right 
of the front windshield to record the driving speed, traffic video, and trajectory with a resolution of 2592 × 1944 
and a wide angle of 170°. The snapshot is shown in Fig. 2, including the front side view Fig. 2a and trunk view 
Fig. 2b of the instrumented vehicle.

Task
The dual-task paradigm was adopted; that is, participants need to perform additional IVIS tasks while driving. 
The primary driving task is lane-keeping with the upper-speed limit of 60 km/h for the selected naturalistic 
driving  route1,14–16,43. No lower speed limit is set in this study so that the participants can self-control driving 
speed to perform IVIS tasks, just as they do in daily driving. The participants must pay attention to the road 
ahead, drive carefully, and complete all IVIS tasks to ensure safety. As a reference, three 30 s-baseline tasks (no 
distraction) were randomly recorded during the trial to allow a direct comparison of baseline and dual-task 
driving performance. According to the results in Table 2, four everyday secondary tasks of calls, music, radio, 
and navigation were selected, whose user interface and step-by-step procedures are provided in Fig. 3 and 
Table 3, respectively. In other words, each participant was required to participate in four IVIS activities through 
two input modalities.

Specifically, the call task required participants to open the call app, dial a predefined contact, and close the 
app 3 s later (no speaking). The music task requires participants to open a music app, play a predefined song, and 
close the app 3 s later. The radio task requires participants to open the radio app, find a predefined FM channel, 
and close the app 3 s later. The navigation task requires participants to open a navigation app, enter a predefined 
destination, and close the app 3 s later. The baseline task and eight IVIS tasks were performed alternately in a 
single drive, and each task was repeated three times. All phone contacts, music songs, radio FM, and navigation 
destinations are manipulated into the same for each participant.

Procedure
The experiment lasts about 30 min and mainly includes the five stages: preparation, debugging, practice, formal, 
and questionnaire. The whole experiment took place from October 15 to 30, 2023.

(1) Preparation stage. Upon arrival, the assistant informs the participant about the purpose, procedure, 
precautions, benefits, risks, and anonymity. Then, the basic demographics were collected and re-confirmed 
according to the recruitment criteria, including gender, age, driving habits, and experience. Finally, each 
participant signed the written informed consent form.

elcihevehtfoweivknurT)b(elcihevehtfoweivedistnorF)a(

Fig. 2.  The snapshot of the experimental apparatus.
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(2) Debugging stage. Participants performed pre-driving preparation and underwent a series of free tasks to 
familiarize themselves with the IVIS. Then, the Tobii glasses were calibrated to pre-check and ensure eye-
tracking quality. In addition, the debugging of other instruments (e.g., cameras, dash cams, and recordings) 
also needs to be completed.

(3) Practice stage. Participants were provided a free driving scene to familiarize themselves with the daily 
vehicle maneuvers (e.g., start and stop, accelerating, steering, and braking) and to practice the IVIS task 
under dynamic driving conditions. The IVIS tasks in the practice stage are similar but different from those 
in the formal stage. After proficiency, proceed directly to the next stage.

(4) Formal stage. Participants performed different IVIS tasks according to the pre-recorded voice commands 
played by the experimenter in the passenger seat. Meanwhile, the assistant in the back seat should record 
and check all experimental data to prevent omissions. The experimenter and assistant accompanied all 
participants throughout the trial. However, their exchanges were limited to initial instructions and urgent 
safe questions.

(5) Questionnaire stage. At the end of the trial, all participants were asked to pull over safely. Then, the 
experimenter asked them to complete the online SUS and NASA-TLX according to their real feelings. 
After confirmation, each participant was reimbursed a movie ticket for their contributions.

Results
A total of 4 out of the 28 participants were excluded due to less than 80% of gaze samples. Consequently, 24 
participants × 9 tasks (baseline and 8 IVIS tasks) × 3 replicates formed the analytical sample. Data was imported 
into SPSS software, version 29.0, for further processing and analysis. In order to reduce the measurement error, 
the data from repeated tasks were superimposed and  averaged14–16. Statistical assumptions, including outlier, 
normality, and heteroscedasticity, were evaluated to determine the suitability for the planned analyses. The 
number of errors and glances over 1.6 s were approximately subject to the Gaussian distribution by Arcsine 
Square Root conversion. Greenhouse–Geisser correction is used to correct the result of spherical violation. A 
series of 2 × 4 repeated measurement analyses of variance (R-ANOVA) and paired sample t-tests were performed 
to analyze the distracting effects of input modalities and secondary task types. Adding a baseline task for data 
analysis is necessary for driving performance. If the main effect was significant, the Student Newman Keuls 
(SNK) method was used for post hoc comparison. The chosen level of significance for all analyses was set at 0.05.

Secondary task performance
Figure 4 shows the mean and standard deviation of task completion time, number of errors, and SUS. First, as 
shown in Fig. 4a, the two-factor R-ANOVA found that input modalities had a significant effect on task completion 
time [F(1,23) = 52.75, η2 = 0.692, p < 0.001]. Secondary task types also had a substantial impact on task completion 

Fig. 3.  The user interface of the calls (top-left), music (top-right), radio (bottom-left), and navigation (bottom-
right).
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time [F(3,69) = 40.38, η2 = 0.422, p < 0.01]. The interaction effect between input modalities and secondary task 
types was insignificant [F(3,69) = 15.33, η2 = 0.117, p > 0.05]. The SNK test suggested that the task completion time 
of the visual-manual (M = 40.95; SD = 7.5) was significantly longer than auditory-speech (M = 20.05; SD = 4.80). 
Navigation (M = 37.12; SD = 8.01) and music (M = 36.15; SD = 4.25) together took the most time, followed by 
calls (M = 30.65; SD = 6.44), and radio (M = 18.12; SD = 5.94) came in last.

Second, as shown in Fig. 4b, the two-factor R-ANOVA manifested that the input modalities had a significant 
effect on the number of errors[F(1.12,25.76) = 33.12, η2 = 0.352, p < 0.01]. The secondary task types also had a 
substantial impact on number of errors [F(3.58,75.27) = 35.50, η2 = 0.383, p < 0.01]. The interaction effect between 
the input modalities and secondary task types was marginally significant [F(4.09,115.44) = 20.66, η2 = 0.149, p = 
0.048]. The SNK test showed that errors in the visual-manual condition (M = 4.05; SD = 1.23) were significantly 
higher than in auditory-speech (M = 3.15; SD = 1.04). However, the opposite is true for radio. Music (M = 4.58; 
SD = 0.44) and navigation (M = 4.54; SD = 1.76) had the highest errors, followed by calls (M = 3.04; SD = 0.73), 
and radio (M = 2.27; SD = 1.20) came in last.

Third, as shown in Fig. 4c, the t-test showed that interaction modalities had a significant effect on perceived 
usability [t(23) = 49.75, η2 = 0.605, p < 0.001], and the SUS score of visual-manual (M = 58.41; SD = 5.48) was 
significantly lower than auditory-speech (M = 76.07; SD = 6.90).

Driving performance
Figure 5 shows the mean and standard deviation of average speed, number of lane departure warnings, and 
NASA-TLX. First, as shown in Fig. 5a, the two-factor R-ANOVA displayed that input modalities had a significant 
effect on average speed [F(1,23) = 50.12, η2 = 0.650, p < 0.001]. Secondary task types had no significant impact 
on average speed [F(3,69) = 13.85, η2 = 0.096, p > 0.05]. There was no significant interaction effect between 

Table 3.  The step-by-step procedures for the IVIS secondary task. The smartphone was connected with the 
IVIS via Bluetooth in advance.

Task Step Visual-manual input Auditory-speech input IVIS out

Calls

Turn on the phone app Tap the phone app button Speak ‘Turn on the phone 
app’

Instruction of device is 
opening app

Find contact ‘xxx’ Swipe to find the contact 
‘xxx’ Speak ‘xxx’ Visual feedback + device 

displayed

Start a call Click the start button Speak ‘Please start a call’ Instruction of device is 
starting the call

Turn off the phone app 3 s 
later Click the end button Speak ‘Turn off the phone 

app’
Instruction of device has 
closed the app

Back to the home page Click the back button Speak ‘Please return to the 
home page’

Instruction of device is 
displaying the home page

Music

Turn on the music app Tap the music app button Speak ‘Turn on the music app’ Instruction of device is 
opening app

Search song ‘xxx’ Enter the ‘xxx’ in the search 
box Speak ‘xxx’ Visual feedback + device 

displayed

Start playing Click the start button Speak ‘Please start playing’ Instruction of device is 
starting the playing

Turn off the music app 3 s 
later Click the end button Speak ‘Turn off the music app’ Instruction of device has 

closed the app

Back to the home page Click the back button Speak ‘Please return to the 
home page’

Instruction of device is 
displaying the home page

Radio

(1) Turn on the radio app Tap the radio app button Speak ‘Turn on the radio app’ Instruction of device is 
opening app

(2) Find FM ‘xxx’ MHZ Swipe to FM ‘xxx’ MHZ Speak FM ‘xxx’ MHZ Visual feedback + device 
displayed

Start playing Click the start button Speak ‘Please start playing’ Instruction of device is 
starting the playing

Turn off the radio app 3 s 
later Click the end button Speak ‘Turn off the radio app’ Instruction of device has 

closed the app

Back to the home page Click the back button Speak ‘Please return to the 
home page’

Instruction of device is 
displaying the home page

Navigation

Turn on the navigation app Tap the navigation app 
button

Speak ‘Turn on the navigation 
app’

Instruction of device is 
opening app

Import destination ‘xxx’ Enter the ‘xxx’ in the search 
box Speak ‘xxx’ Visual feedback + device 

displayed

Start navigating Click the start button Speak ‘Please start navigation’ Instruction of device is 
starting the navigation

Turn off the navigation app 
3 s later Click the end button Speak ‘Turn off the navigation 

app’
Instruction of device has 
closed the app

Back to the home page Click the back button Speak ‘Please return to the 
home page’

Instruction of device is 
displaying the home page
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input modalities and secondary task types [F(3,69) = 12.74, η2 = 0.091, p > 0.05]. The SNK test proved that the 
average speed of visual-manual (M = 37.55; SD = 3.50) was significantly slower than auditory-speech (M = 43.37; 
SD = 3.98), and the average speed of auditory-speech was markedly slower than baseline conditions (M = 51.64; 
SD = 5.49).

Second, as shown in Fig. 5b, the two-factor R-ANOVA showed that input modalities had an insignificant 
effect on number of lane departure warnings [F(1,23) = 10.75, η2 = 0.083, p > 0.05]. Secondary task types had a 
substantial impact on number of lane departure warnings [F(3,69) = 32.50, η2 = 0.348, p < 0.01]. There was an 
insignificant interaction effect between input modalities and secondary task types [F(3,69) = 15.08, η2 = 0.110, p 
> 0.05]. The SNK test revealed that lane departure warnings under the vision-manual (M = 1.54; SD = 0.48) and 
auditory-speech (M = 1.42; SD = 0.51) conditions were significantly higher than the baseline condition (M = 0.81; 
SD = 0.39). Navigation (M = 1.72; SD = 0.47) and music (M = 1.63; SD = 0.45) cause the most lane departure 
warnings, followed by radio (M = 1.27; SD = 0.50) and calls (M = 1.24; SD = 0.57).

Third, the weighted total and six sub-scales scores of NASA-TLX under the baseline, auditory-speech, 
and visual-manual conditions are shown in Fig. 5c and d. The t-test exhibited that the score of visual-manual 
(M = 6.67; SD = 0.44) was significantly higher than auditory-speech (M = 5.62; SD = 0.41) [t(23) = 38.52, η2 = 0.
405, p < 0.01], and the score of visual-manual was significantly higher than the baseline condition (M = 4.29; 
SD = 0.50) [t(23) = 50.18, η2 = 0.610, p < 0.001]. The score of auditory-speech was also significantly higher than 
the baseline condition [t(23) = 40.77, η2= 0.425, p < 0.01].

Visual glance behavior
Figure 6 shows the mean and standard deviation of average glance duration, number of glances, total glance 
duration, and number of glances over 1.6 s. First, as shown in Fig. 6a, the two-factor R-ANOVA reported 
that input modalities had a significant effect on average glance duration [F(1,23) = 22.76, η2 = 0.204, p < 0.05]. 
Secondary task types had no significant impact on average glance duration [F(3,69) = 16.33, η2 = 0.122, p > 0.05
]. There was no significant interaction effect between input modalities and secondary task types [F(3,69) = 12.8
1, η2 = 0.093, p > 0.05]. The SNK test argued that the average glance duration under the visual-manual condition 
(M = 1.50; SD = 0.41) was significantly longer than the auditory-speech condition (M = 1.31; SD = 0.29).
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Second, as shown in Fig. 6b, the two-factor R-ANOVA showed that input modalities had a substantial effect 
on the number of glances [F(1.15,27.35) = 48.07, η2 = 0.590, p < 0.001]. Secondary task types also had a significant 
impact on the number of glances [F(3.62,78.62) = 46.99, η2 = 0.572, p < 0.001]. Besides, the interaction effects 
on the number of glances are significant [F(4.22,118.47) = 24.48, η2 = 0.233, p < 0.05]. The SNK test found that 
the number of glances under the visual-manual condition (M = 8.45; SD = 1.90) was significantly more frequent 
than the auditory-speech condition (M = 5.62; SD = 1.07), except for radio. Navigation (M = 8.41; SD = 1.94) and 
music (M = 8.39; SD = 0.78) cause the most frequent glances, followed by calls (M = 6.78; SD = 1.55), and radio 
(M = 4.56; SD = 1.71) came in last.

Third, as shown in Fig. 6c, the two-factor R-ANOVA messaged that input modalities had a significant effect on 
total glance duration [F(1,23) = 46.84, η2 = 0.376, p < 0.001]. Secondary task types also had a substantial impact on 
total glance duration [F(3,69) = 38.91, η2 = 0.390, p < 0.01]. There was an insignificant interaction effect between 
input modalities and secondary task types [F(3,69) = 17.48, η2 = 0.129, p > 0.05]. The SNK test informed that 
the total glance duration of the visual-manual (M = 11.72; SD = 2.38) was significantly greater than auditory-
speech (M = 7.70; SD = 1.64). Music (M = 11.69; SD = 1.27) and navigation (M = 11.22; SD = 2.66) cause the most 
prolonged total glance duration, followed by calls (M = 9.12; SD = 2.07), and radio (M = 6.88; SD = 1.90) came 
in last.

Fourth, as shown in Fig. 6d, the two-factor R-ANOVA showed that the main effect of input modalities on 
the number of glances over 1.6 s was insignificant [F(1.22,28.06) = 9.82, η2 = 0.075, p > 0.05]. The secondary task 
types have a significant impact on the number of glances over 1.6 s [F(3.95,81.64) = 30.64, η2 = 0.322, p < 0.01]. 
Input modalities and secondary task types had an insignificant interaction effect [F(4.66,128.91) = 15.02, η2 = 0.1
08, p > 0.05]. The SNK test messaged that the number of glances over 1.6 s occurred the most in music (M = 3.19; 
SD = 0.42) and navigation (M = 3.17; SD = 0.40), followed by calls (M = 2.36; SD = 0.44), and radio (M = 1.29; 
SD = 0.38) came in last.
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Discussion
The on-road driving experiment aims to explore the effects of input modalities and secondary task types on 
young drivers’ secondary task performance, driving performance, and visual glance behavior. The main impact 
of input modalities was significant across most metrics, aside from the number of lane departure warnings 
and glances over 1.6 s. Compared with baseline conditions, both vision-manual and auditory-voice conditions 
caused different distraction levels, but auditory-speech was smaller than visual-manual. The main effect of 
secondary task types was also significant across most metrics, aside from average speed and average glance 
duration. Navigation and music were most distracted, followed by calls, and radio came in last. The distracting 
effect of input modalities is relatively robust and is generally not moderated by the secondary task types, except 
radio tasks.

Hypotheses 1 The main effect of input modalities

First, the results prove that the visual-manual interface in this car will cause a decline in IVIS performance. 
Specifically, compared with auditory-speech interaction, when young drivers use vision-manual interaction 
to perform IVIS tasks, the task completion time significantly increases by about 104.2%, the number of errors 
significantly increases by about 28.6%, and the perceived usability decreases by 23.3%. This result is similar to 
those obtained in the previous literature under simulated driving  conditions41,42. It is inferred that auditory-
speech interaction is more valuable than visual-manual interaction for IVIS in simulated and actual driving 
conditions. In addition, more specifically, compared to the simulator  experiment41–45, this study unexpectedly 
found a growing difference between auditory-speech and visual-manual interaction. In other words, the on-road 
study further exacerbates the significant differences between the two input modalities. On the one hand, this is 
mainly due to the current advances in natural language processing  technology58. The external technical factors 
(delay time and recognition accuracy rate) and internal design factors (e.g., menu depth and style strategy of 
machine dialogue) of auditory-speech interaction in modern vehicles are much improved compared with the 
original fixed voice command  processing58,59. On the other hand, as various smartphone functions are integrated 
into IVIS, the interface design of smartphone applications is also followed. However, it may not meet driver’s 
needs in safety–critical  situations28.
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Then, the results confirmed that auditory-speech and visual-manual interfaces severely negatively impacted 
driving performance, but the visual-manual interaction was relatively worse. Specifically, compared with baseline 
conditions, when drivers performed IVIS tasks in auditory-speech and visual-manual input modalities, the 
average speed decreased by about 16.1% and 27.2%, respectively, and the subjective driving workload increased 
by 25.5% and 59.1%, respectively. In dual-task conditions, regardless of the input modalities, the young driver 
slows down to compensate for the reduced attention resources devoted to IVIS so that lane departure does not 
occur. This behavioral adaptation has been reported in the literature as a common operational-level strategy for 
coping with  distraction57. However, even if such safety behavior adaptation exists, it is still detrimental to the 
driving experience characterized by a higher workload. This finding is similar to a recent on-road study by Strayer 
and their  colleagues17,18,51. In other words, self-regulating behaviors adopted by young drivers did not fully offset 
the adverse impact of IVIS-related distractions. Besides, the current in-car auditory-speech and visual-manual 
technology has yet to improve and still falls short of baseline levels. According to Wickens’ multi-resource 
 theory38, when interacting with the IVIS, the driver’s eyes are away from the road ahead, compromising access 
to road information necessary for safe driving. At the same time, the driver has to take one hand off the wheel 
to operate the IVIS, which may also contribute to poor driving performance. Although the motor distraction is 
alleviated to a certain extent by not taking hands off the steering wheel during auditory-speech interaction, it still 
requires the driver to perform multiple visual feedback and confirmation, occupying specific visual and cognitive 
resources. The results of the on-road study are basically consistent with those of the existing  simulator43–45, which 
indirectly verifies the relative validity of the simulated driving  method46,47.

Finally, the experimental results further demonstrate the adverse effects of auditory-speech and visual-
manual interactions on visual distraction. The distracting effect of visual-manual is the most prominent, inducing 
longer average glance duration, more frequent glances, and more total glance duration. Specifically, when the 
young driver performs the IVIS task in the vision-manual interaction, the average glance duration increases by 
about 13.7%, the number of glances increases by about 50.2%, and the total glance duration increases by about 
52.3%, compared to the auditory-speech interaction. However, the number of glances over 1.6 s remained the 
same, which is inconsistent with the recent results of Zhong et al.43 and Zhang et al.45. The possible reason is 
that they adopted simulated driving, while this study is field driving. Once drivers realize the lack of severe 
safety consequences, to ensure safe driving, they will not only induce driving behavior adaptation but also may 
adopt adaptive visual glance behavior, such as reducing the number of long  glances12,13. The previous literature 
associated with IVIS-related distractions reported that the number of long glances of 1.6 s or 2.0 s is closely 
related to the near crash or crash  risk1,15,43,52,54.

Hypotheses 2 The main effect of secondary task types

First, regarding IVIS performance, secondary task types significantly affect the task completion time and 
number of errors. Specifically, navigation and music had the most errors and completion times, followed by 
calls, and radio came in last. This result is partially similar to the study of Ma et al.9. The difference is that the 
music-playing task takes less time than the navigation setting. The possible reason is that their music playback 
is in push-button-based CD and MP3 formats. However, in this study, the touchscreen-based IVIS requires 
additional visual feedback and  confirmation16.

Then, regarding driving performance, the main effect of secondary task types on average speed is not 
significant, but the main effect on the number of lane departure warnings is significant. In the dual-task driving 
process, regardless of the secondary task, the driver will adopt the behavioral adaptation strategy of slowing down, 
and the average speed is very similar. This finding complements the lack of reports on longitudinal behavioral 
adaptation of vehicles by young drivers in similar  literature57. Unfortunately, lateral driving performance varies 
significantly between the four secondary task types, even with longitudinal driving behavior adaptations. 
Specifically, the number of lane departure warnings for music and navigation was similar and significantly 
more extensive than that of calls and radio, and there was no statistical difference between the latter two tasks. 
This finding is roughly similar to the results of the on-road study by Zhong et al.16. Put differently, although the 
driver has taken self-regulation measures to reduce the speed, it still can not compensate for the increased lateral 
position deviation of the vehicle in some tasks, which may be related to young drivers’ less driving experience 
and insufficient defensive driving awareness.

Finally, regarding visual glance features, the main effect of secondary task types on number of glances, total 
glance duration, and number of glances over 1.6 s is significant. The distribution patterns of these three visual 
glance measures were similar among the four tasks; music and navigation occupied most visual demand, followed 
by calls, and radio came in last. According to the task procedure analysis (see Table 3), music and navigation tasks 
involve texting and reading secondary tasks, during which the driver’s eye duration significantly  increased12,13. In 
contrast, calls and radio mainly involve the basic actions of touch button clicks and scroll-bar swipes. Therefore, 
music and navigation programs take up relatively large visual resources. In addition, the main effect of secondary 
task types on average glance duration was insignificant, which may be a valuable finding because the average 
glance duration is sensitive to vehicle crash  risk1,15,43,52,54. When encountering complex secondary tasks (e.g., 
music and navigation in this study), the driver will interrupt in time and return his eyes to the road ahead to 
ensure safe  driving7,16. In summary, drivers will likely adopt adaptive visual glances behavior that increases the 
number of glances and total glance duration to obtain enough information to complete corresponding IVIS tasks.

Hypotheses 3 The interaction effect between input modalities and secondary task types
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Input modalities and secondary task types have significant interaction effects on the number of errors and 
glances but not on other indicators. As for the calls, music, and navigation tasks, the number of errors and glances 
of the visual-manual interface was more significant than the auditory-speech interface. However, regarding radio, 
the number of errors and glances are similar, which is consistent with the results of the simulator experiment 
by Zhang et al.45. In general, the influence of input modalities on distracted driving behavior is relatively stable 
and only in a few indicators (e.g., task error times and scanning times), whose distracting effect is moderated by 
some tasks. The possible reason is that the radio task is relatively easy to operate using the visual-manual, and 
the auditory-speech still requires multiple visual confirmations. Compared with a simple button click or sliding, 
its advantages cannot be  reflected44, further illustrating the importance of integrating multimodal interaction 
technologies in modern vehicles. For example, relatively complex actions (e.g., text reading and typing) can use 
auditory-speech interaction, while simple tap and swipe actions can use visual-manual interaction. However, it 
should be noted that these interaction effects should be interpreted with caution since some previous works of 
 literature7,34–37,57 have shown that driver characteristics (e.g., age, sex, and personality) and road environment 
factors (e.g., road width, curvature, and gradient) are likely to affect the test results collectively.

Practical implications
Practically, this study can offer valuable insights for interaction designers in developing driver-friendly IVIS 
to prevent distraction-related road injuries. First, it is necessary to acknowledge that visual-manual is still the 
dominant input mode for IVIS today. The possible reason is that the environment rarely affects visual-manual 
performance, while auditory-speech recognition is sensitive to ambient  noise58. Another possibility is that drivers 
must learn and memorize standard voice commands in the first use of auditory-voice interaction, which can 
lead to a higher initial cognitive  workload59. In contrast, visual-manual interaction is more intuitive and easy to 
learn. Therefore, the distraction effects induced by IVIS can be mitigated in the following ways.

(a) Strengthening the design components (e.g., menu depth, delay times, and recognition accuracy) of 
in-vehicle voice interaction, as it still needs to catch up to baseline  conditions58,59.

(b) Optimizing the visual HMI design of IVIS. IVIS should consider driver safety as the primary criterion, 
unlike the smartphone  application52–56.

(c) In contrast to head-down displays (HDD), augmented reality-based head-up displays (AR-HUD) presenting 
information on the windshield provide a less visually demanding display  technology60.

(d) Developing other input modalities (e.g., mid-air gesture and eye movement interaction) or multimodal 
interactions may provide new solutions for driver  distraction45,61.

(e) Locking the IVIS function while the vehicle is in motion may be a simple and practical  approach62. However, 
it is necessary to be aware that many drivers will pick up their smartphones if the IVIS option is unavailable.

Strength, limitations, and further study
This study represents a limited number of on-road studies focusing on the effects of input modalities and 
secondary task types on young drivers’ secondary task performance, driving performance, and visual glance 
behavior. Meanwhile, the study emphasizes the significant practical relevance of focusing on young drivers, who 
are the most frequent users of IVIS services and suffer from a heightened risk of distraction-related crashes.

The study had certain limitations and claims for further research. Firstly, our research instructed participants 
to perform the IVIS tasks in a counterbalanced order across participants, which is still essentially a controlled 
experiment. However, in real-world settings, drivers can interact with IVIS if, when, and where they choose. 
Future research should conduct a naturalistic driving study to examine this matter and explicitly explore potential 
self-regulation  behavior19–21. Second, it would be interesting to determine the applicability of these findings 
to other cars, age cohorts, and  regions34–37 or whether the outcomes are specific to the young drivers aged 
18–25 years driving a Nissan SUV model—Trail 2019 in Chengdu, China. Future research needs to increase the 
participant pools to observe the influence of demographic characteristics and whether the findings prove this 
generalizes to all vehicles. Thirdly, for driving safety purposes, it is necessary to acknowledge that the driving 
route setting in this on-road study is relatively simple, and the experimental result would vary as a function of 
road  environments7,57,63. Future research is also necessary to uncover the distraction mechanisms of IVIS use 
while driving in challenging traffic conditions, such as tunnels, bends, and night-time conditions.

Conclusion
The current study employs on-road research to investigate the effects of input modalities and secondary task 
types on young drivers’ secondary task performance, driving performance, and visual glance behavior, specifically 
those aged 18–25. The main effect of input modalities is significant. Compared with the baseline condition, 
both vision-manual and auditory-voice conditions caused different distraction levels, but auditory-speech was 
smaller than visual-manual. In addition to average speed and average glance duration, secondary task types also 
have significant main effects. Among them, navigation and music were most distracted, followed by calls, and 
radio came in last. The distracting effect of input modalities is relatively stable and is generally not moderated 
by the secondary task types, except radio tasks. These findings help understand how IVIS use affects young 
drivers’ behavior, contributing to developing driver-friendly IVIS to prevent distraction-related road injuries 
and fatalities.

Data availability
All data generated or analyzed during this study are included in this published article.
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