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ABSTRACT

Objective: This study focuses on the task of automatically assigning standardized (topical) subject headings to

free-text sentences in clinical nursing notes. The underlying motivation is to support nurses when they docu-

ment patient care by developing a computer system that can assist in incorporating suitable subject headings

that reflect the documented topics. Central in this study is performance evaluation of several text classification

methods to assess the feasibility of developing such a system.

Materials and Methods: Seven text classification methods are evaluated using a corpus of approximately 0.5

million nursing notes (5.5 million sentences) with 676 unique headings extracted from a Finnish university hos-

pital. Several of these methods are based on artificial neural networks. Evaluation is first done in an automatic

manner for all methods, then a manual error analysis is done on a sample.

Results: We find that a method based on a bidirectional long short-term memory network performs best with

an average recall of 0.5435 when allowed to suggest 1 subject heading per sentence and 0.8954 when allowed

to suggest 10 subject headings per sentence. However, other methods achieve comparable results. The manual

analysis indicates that the predictions are better than what the automatic evaluation suggests.

Conclusions: The results indicate that several of the tested methods perform well in suggesting the most appro-

priate subject headings on sentence level. Thus, we find it feasible to develop a text classification system that

can support the use of standardized terminologies and save nurses time and effort on care documentation.
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INTRODUCTION

The documentation of care in hospitals is important for supporting

a safe care continuity. This includes documenting information about

patients’ health, administered care, and future care plans. Perform-

ing this documentation constitutes a relatively large portion of the

work conducted by clinicians, leaving less time for direct patient

care. According to literature, nurses spend up to 35%, with an

average of 19%, of their working time on documentation.1 In addi-

tion, the number of items being documented is increasing steadily.2

In many countries, nurses are required to conduct some type of

structuring of the patient information they enter into electronic

health record (EHR) systems.3 Such structuring methods include the

use of documentation standards, classifications, and standardized

terminologies.4 In the hospital district in Finland from where the
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data used in our experiment originate (see Data section), nurses are

required to plan and divide the information they want to document

into paragraphs and label them with standardized subject headings

(also referred to as topical subject headings, or simply headings) (see

the upper part of Figure 1 for an example of a nursing note). With

potentially a large set of subject headings to choose from, selecting

the correct headings can be challenging, as it requires nurses to learn

a vast hierarchy of terms by heart.5 As an example, our dataset con-

tains 676 unique headings. This contributes to making the documen-

tation process more time consuming compared with using fully

unstructured free (narrative) text. Further, correct use of such sub-

ject headings requires training.5,6

Natural language processing methods have the potential to sup-

port clinicians in structuring the information they document.7 In the

presented experiment, we approach the task of having the computer

automatically suggest subject headings for the text in nursing notes.

We want the computer to automatically classify the text on the level

of sentences by selecting or suggesting subject headings that best de-

scribe the information that the sentences represent. For example,

given the sentence “Taken care of the cannula himself,” we would

ideally like to have the computer suggest a heading like “Cannula

Care,” which is one of the subject headings found in the underlying

documentation standard. To assess whether or not this is feasible to

do, and what classification method is best suited for this task, we ap-

ply and compare 7 different text classification methods—primarily

supervised machine learning methods.

The main motivation for our work is to develop a system that

can assist nurses in using subject headings when they document. We

see 2 use cases for such a system: (1) it helps by suggesting the most

appropriate headings at the time of documentation (eg, for each

sentence or paragraph) and (2) it retrospectively structures and

assigns subject headings to nursing (shift) notes that are written as

Figure 1. The upper part shows an example of a nursing note. The lower part shows how a paragraph is split into individual training examples, each consisting of

a sentence with an attached subject heading label. In this way we turn all sentences, from all paragraphs, in the dataset into training examples. Translated to En-

glish from Finnish.
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free (narrative) text without having planned and structured the text

with respect to sections and standardized subject headings. In the

second use case, such a system would allow nurses to primarily focus

on writing or dictating the full story. This would ensure that

“weaker signals” and more vague concepts and expressions are

documented, such as decision-making processes, uncertainty, and

probabilities, which tend to be easier to document using free (narra-

tive) text compared with more structured representations.7 Further,

in this second use case, a structured version will be automatically

generated and available alongside the original text. Figure 2 illus-

trates how we see the workflow in this second use case. We hypothe-

size that such a system will allow nurses to save time and effort in

tasks related to care documentation. Consequently, this will free up

more time to concentrate on the patient and deliver better care.8 An-

other possible outcome of using such a system is improved consis-

tency and correctness in nurses’ use of subject headings.

Text classification, or text class prediction, concerns the task of

assigning 1 or more predefined classes to text of various length. We

have only identified a few papers focusing on supporting the assign-

ment of standardized headings to free-text sections in clinical

notes.9–11 In terms of classifiers these rely on naive Bayesian classi-

fiers,9 hidden Markov models,10 and Bayesian networks.11 How-

ever, they all use <30 unique headings, and the input text is

assumed to be a linear sequence of sections. Another closely related

and well-studied research topic is the assignment of diagnosis codes,

such as the International Classification of Diseases, to the target

documents and care episodes, but these studies tend to focus on doc-

ument level classification.12,13 Text classification for clinical text

has also been used in other tasks such as mapping of phrases to med-

ical concepts,14 classifying patients smoking status,15 classifying

obesity and its comorbidities,16 and classifying heart disease risks.17

The latter 3 tasks have been shared tasks arranged by the Informat-

ics for Integrating Biology and the Bedside (i2b2) center.

Since deep learning with artificial neural networks has recently

achieved state-of-the-art performance in text classification in other

domains, see Zhang et al18 and Tang et al,19 we now want to study

how they perform in this domain for the described task and data.

Further, given the unique features of clinical text such as unfinished

sentences, missing subject, abbreviations and mixture of Latin, spo-

ken language, and organization-specific terminology, performance

evaluations of such methods tested on text and comparable tasks in

other domains are not necessarily representative.

MATERIALS AND METHODS

Data
The dataset consists of de-identified clinical nursing shift notes

extracted from a Finnish university hospital EHR system. Selection

criteria was patients with any type of heart-related problem in the

period of 2005-2009. Nursing notes from all units visited during

their hospital stay are included. Ethical approval was obtained from

the hospital district’s ethics committee (17.2.2009 §67) and research

approval was obtained from the medical director of the hospital dis-

trict (2/2009).

The dataset spans across the transition phase of 2 nursing docu-

mentation standards, the latter being the latest version of the Finnish

care classification standard (FinCC)5 and the former being an earlier

iteration of a similar standard. This means that the dataset contains

a mix of subject headings from both standards. FinCC consists pri-

marily of the Finnish classification of nursing diagnoses/care needs

(FiCND) and the Finnish classification of nursing interventions/care

activities (FiCNI) and is based on the international Clinical Care

Classification System. Both of these have 3 taxonomic levels, with

545 subject headings altogether.

The total number of nursing notes in the dataset is approxi-

mately 0.5 million. In this study, we only include paragraphs having

a subject heading. Further, we decided to exclude headings occur-

ring <100 times, resulting in a total of 676 unique subject headings.

Their frequency count ranges from 100 to 222 984, with an average

of 4896. See upper part of Table 1 (count �100) for an insight into

the most and least common subject headings. The excluded head-

ings, occurring <100 times, constitute only about 1% of the total

paragraphs, and 1% of the sentences (ie, training examples). One

reason for this cutoff is to ensure that we have a fair amount of

training data for each subject heading. A second reason is that many

of the subject headings occurring <100 times are mostly normal sen-

Figure 2. Flowchart showing the intended workflow in which a classification

model is used to assign subject headings to sentences before restructuring

them into paragraphs. The main focus of this study is to identify the best-per-

forming method or model for the classification task.
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tences that have been erroneously written into the heading field or

customized versions of the more common ones, with a tendency to

contain spelling errors (see lower part of Table 1). Further, it is

worth noting that the latest version of FinCC only contains 545

unique headings.

There are approximately 5.5 million sentences in the dataset, in

which the average sentence length is 7 tokens (tokens are here de-

fined as the space separated units in the sentence), with an average

of 2.1 sentences per paragraph. It contains 133 890 unique tokens

and approximately 38.5 million tokens in total. Figure 1 (top) shows

an example of a nursing note. We have split the paragraphs into in-

dividual training examples to enable sentence-level multiclass classi-

fication, as illustrated in Figure 1 (bottom). The training examples

(sentence þ subject heading) were split into training, development.

and test sets with 60%, 20%, and 20% of the data using stratified

sampling, respectively.

Methods
The following methods and baselines were used as many of them have

been shown to perform well in text classification and used in several

recent studies.18–21 Model architectures and hyperparameters for the

below methods can be found in the Supplementary Appendix.

LSTM and BidirLSTM

Long short-term memory (LSTM) networks are a form of recurrent

neural network (RNN) architecture which are able to process

sequential data in which each decision is influenced by the previous

observations.22,23 In our case, one sequence is a sentence, given to

the network one word at a time. In the case of bidirectional LSTMs,

the network reads the input sentence from both directions. Inter-

nally LSTMs maintain a state the network can modify by forgetting

parts of the old information and adding something new from the

current input. Thus, while reading the input words, an LSTM net-

work has the ability to store semantic information of each relevant

word and will make the final classification decision based on a se-

mantic representation of the whole sentence.

CNN

Convolutional neural networks (CNNs)24 consist of a set of convolu-

tional kernels, each kernel trying to detect a small but relevant pat-

tern from the given input data. These kernels are then applied to the

data in a sliding window manner. In our case, they are applied over

the sequence of words in a sentence, with the window limiting the

scope of the kernel to only a few nearby words. For each position in

the input sentence a kernel measures how well the currently observed

window (ie, a short word sequence) fits to the pattern that the kernel

is trained to detect. Thus, in our case the goal for each convolutional

kernel is to detect short phrases within the sentence that might be rel-

evant for the topical classification. The benefit of a convolutional

network is that the classification decisions are based on small frac-

tions of the sentence, possibly occurring within various sentence

structures. This differs from RNNs that try to capture the semantics

of the whole sentence, which in practice can be hard to achieve.

fastText

The FastText library is a neural network-based text representation25

and classification package.20 Compared with the LSTM and CNN

methods, fastText represents a simpler and faster approach to text

classification. Still, it has been reported to achieve state of the art

results.20 FastText utilizes a simple feedforward neural network

with input layer reflecting the vocabulary in the corpus and the in-

put sentence is represented as a bag of words (BoW) occurring in the

sentence. To include some word order information, the input layer

can also be configured to take word n-grams (in addition to

unigrams).

BoWLinearSVC (baseline)

As a baseline approach we use a linear support vector machine clas-

sifier (SVM)26,27 with TF-IDF (term-frequency inverse-document-

frequency)28 weighted BoW representation of the dataset as feature

vectors. We also experimented with using word bigrams and tri-

grams in addition to the BoW features, but did not observe any per-

formance increase.

Whereas SVMs are linear in nature, they can be used to produce

nonlinear hypotheses with kernels, most commonly with the radial

basis function (RBF) kernels.27 As the RBF SVMs are computation-

ally demanding, training such models with the magnitude of data we

are dealing with is not possible. However, we have tested training

an RBF SVM model for the task using kernel approximations.29,30

Unfortunately, we were not able to produce a computationally feasi-

ble approximation that indicated a strong performance and thus this

approach has been omitted from the detailed evaluation.

RandomForest (baseline)

Another baseline that we test is random forest classifier, which has

shown generally good performance on a variety of classification

tasks.31 The same BoW features are used as with BoWLinearSVC.

Table 1. The 6 most and least common headings in the dataset,

and 10 headings that occur <100 times, meaning that they were ex-

cluded.

Subject heading n %

Wellness and ability to function 222 984 6.737

Physiological measurements 198 919 6.010

Nutrition 135 984 4.109

Urinary tracts 128 486 3.882

Activity 123 294 3.725

Medication 117 502 3.550

Urinary incontinence 101 0.003

Change in the kidney and urinary

tract activity

101 0.003

Other 101 0.003

Neuropathic pain 100 0.003

Coping with activities of daily living 100 0.003

Loss of appetite 100 0.003

Chemtherapy (not chemotherapy) 99 —

Excretion 99 —

Intravenous alimentation 98 —

Oral and mucus related patient edu-

cation

98 —

Organization of sequel physiother-

apy

98 —

Urination disorders 97 —

Lung function associated with

breathing

97 —

Taking a sample 97 —

Supporting communication 96 —

Level of Consciousness Glascow (not

Glasgow) Coma Scale

96 —

Translated to English from Finnish.
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Word&HeadingEmbeddings (baseline)

We train sentence and heading vectors or embeddings using the

word2vec neural network distributional semantics tool/library.32

The aim of the word2vec tool is to represent each word seen in a

large text corpus with a high-dimensional vector representation en-

capsulating the semantic and syntactic features of the word. These

vectors are learned by analyzing the contexts in which these words

commonly appear.33 For classification we first compose sentence

and heading vectors by simply summing the trained word vectors

(first normalized to unit length), which has been shown to preserve

the semantic characteristics of the sentences,32 and has been used in

medical term normalization.34 Then, for each sentence, the most

similar headings are selected through calculating cosine similarity

between sentence vectors and heading vectors. Owing to the unsu-

pervised nature of this method, its main advantage over the super-

vised approaches is that new subject headings can be added without

having to retrain the classification pipeline. These same word

embeddings are utilized in the CNN, LSTM and BidirLSTM models.

Naive baselines: MostCommon and Random

We also use 2 simple baselines: one that always suggests the most

frequent headings, MostCommon, and another that selects headings

randomly from a uniform distribution, Random.

RESULTS

The selected methods were trained on the training data described in

the Data section, with hyperparameters selected to maximize the

performance on the development set. The test set was used when

generating the reported results.

Automatic evaluation
Automatic evaluation was conducted by simply checking, for each

sentence, whether or not the methods were able to suggest the same

subject headings as those assigned by the nurses in the original text.

We will refer to the originally assigned headings as gold headings.

We believe that a system designed to assist nurses in selecting head-

ings should suggest only a couple of headings to actually simplify

the selection task, and in this evaluation we use 10 as the maximum.

Results were calculated per method as average recall at top N

(R@N) and as mean reciprocal rank (MRR) for the top 10 suggested

headings per sentence. R@N for a method is calculated by first hav-

ing it suggest a set of N headings for each sentence in the test set.

For each sentence, if the gold heading is in the corresponding set of

suggestions, it is assessed as a correct classification. As an example,

take the sentence, “The surgery wound looks good.” Now we have

one method predict 10 headings. Among these, let us say that the

correct/gold heading “Tissue Integrity” is at position 3. Because the

correct heading is among the top 10 predicted headings, we consider

the classification correct in the R@10 setting. The final R@10 score

for the method is the sum of the correctly classified sentences di-

vided by the number of sentences in the dataset. Recall was calcu-

lated individually for N values in the range 1-10 (ie, R@1, R@2, . . .,

R@10, where R@1 is equal to accuracy). MRR is the average multi-

plicative inverse of the rank of the correct heading in the top 10 list

retrieved for each sentence. MRR is sensitive to ranking, so methods

that rank the correct headings first receive higher MRR scores.

Given the example sentence above, its MRR score is calculated as 1/

3, where 3 is the position of the gold heading in the list of predicted

headings. For each method we report the average score over all sen-

tences in the dataset.

Table 2 shows R@1, R@10, and MRR scores for each method.

BidirLSTM performed best according to these measures. However,

LSTM achieved close to equal scores and all neural models per-

formed better than more traditional BoWLinearSVC and Random-

Forest approaches. All performance differences between methods

were found to be statistically significant (P< .05). The MRR score

for BidirLSTM indicates that the correct heading is on average

found between the first and second suggestion (mean rank ¼ 1.51).

However, the other top 4 methods show very similar ranking

properties.

Figure 3 shows R@1-10 for each method plotted in a graph.

R@N scores in the interval R@1 to R@10 for each method are

following similar curves, this is particularly the case for the top 5

performing methods.

Manual error analysis
Based on information provided by domain experts, we hypothesize

that the nurses might not always be using the correct subject head-

ings when they document. As they often have limited time to do the

documentation, the headings they use might not always correctly de-

scribe the information written underneath. This is likely to have an

impact on the training of the methods or models and negatively af-

fect the automatic evaluation scores. We further hypothesize that

quite a few of the sentences that were incorrectly classified accord-

ing to the automatic evaluation could be correct according to human

domain experts. In addition to the quality of the training data, one

obvious error source is that the data stem from 2 different documen-

tation standards. This could result in the predicted subject headings

being very similar to, but not exactly the same as, the gold headings.

There could also be cases where the classifier has predicted subject

headings from a different level in the FinCC hierarchy compared

with the gold heading.

To test these hypotheses and to get a better understanding of the

actual performance of the system, we decided to manually evaluate

a sample of the data. We picked 200 randomly selected sentences

and evaluated these with respect to (1) their headings originally

assigned by the nurses and (2) their top 1 predicted headings by

BidirLSTM. These were both evaluated separately by 2 domain

experts, while a third was involved in deciding the consensus where

they disagreed. The evaluators assigned each sentence-heading pair

(original and predicted) to 1 of the following 4 classes:

1. Correct - the subject heading is correct for this sentence.

Table 2. R@1 (ie, accuracy score) and R@10, as well as the MRR for

each method.

Method R@1, Accuracy R@10 MRR

BidirLSTM 0.5435 0.8954 0.6621

LSTM 0.5429 0.8932 0.6610

CNN 0.5348 0.8856 0.6526

fastText 0.5224 0.8801 0.6428

BoWLinearSVC 0.5149 0.8486 0.6286

RandomForest 0.4896 0.7690 0.5868

Word&HeadingEmbeddings 0.1629 0.5111 0.2633

MostCommon 0.1038 0.3776 0.1679

Random 0.0015 0.0150 0.0044

MRR: mean reciprocal rank; R@1: recall at 1 subject heading per sentence;

R@10: recall at 10 subject headings per sentence.
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2. Maybe correct - the subject heading could be correct, but I am

unable to say for sure without seeing the rest of the nursing note.

3. Incorrect - the subject heading does not seem to correspond well

with the given sentence.

4. Unable to assess - unable to assess whether or not this subject

heading is correct.

The result from this analysis can be seen in Table 3. The analysis

indicates that between 74% and 89% (1þ2) of the originally

assigned headings are correct. In other words, between 11% and

26% of the gold headings are not correct. It also shows that between

81.50% and 94.50% of the headings predicted by BidirLSTM are

correct according to the evaluators. In comparison, this amounts to

only 58.00% correct when applying the R@1 automated evaluation

metric (accuracy [ie, the percentage of sentences whose predicted

heading equals the heading originally assigned by a nurse]). Further,

the latter score is comparable to the automatic evaluation on the full

test set, where this method predicts the correct heading for 54.35%

of the sentences (Table 2).

DISCUSSION

The results show promising performance for many of the tested

methods, especially so when they are allowed to suggest 10 subject

headings. The best-performing method is BidirLSTM. We observe

that the performance differences—the order of performance in

particular—seems to be comparable to what is reported in.20 The

MRR scores indicate that the order in which these methods rank the

correct headings does not differ much among the top-performing

methods. This experiment also shows that the simpler and faster to

train fastText method can be used without much loss in

performance compared with (Bidir)LSTM and CNN. It is worth not-

ing that CNN-based models have commonly surpassed RNNs and

attentive models in short text classification outside the clinical do-

main.35 In our experiments, however, the BidirLSTM demonstrates

clearly stronger performance than the CNN counterpart, most likely

due to the orders of magnitude larger training data than seen in

common text classification tasks, which enables the training of more

complex models.

According to the automatic evaluation on the test set (Table 2),

BidirLSTM is able to suggest a correct subject heading as the top

suggestion for 54.35% of the sentences. For the subset of 200 sen-

tences used in the error analysis, the automatic evaluation shows

that it is correct for 58.00% of the sentences. However, according

to the manual analysis, this number is (at least) 81.50%. One can

also assume that the same trend applies when the system is allowed

to suggest more than 1 heading per sentence (R@N when N>1).

We believe that this points to primarily 2 things that contribute to

inconsistency in the data and results in reduced classification perfor-

mance (according to the automatic evaluation in particular): (1) the

dataset spans 2 different documentation standards and 2) the nurses

do not always use the correct subject headings when they document

(11%-26% incorrect according to the manual error analysis). Inter-

estingly, according to the error analysis, the headings suggested by

the BidirLSTM method are actually more often correct than the

headings originally assigned by the nurses, suggesting that such a

model could already be considered for deployment in EHR systems.

Although the BidirLSTM model shows surprisingly strong per-

formance in the manual evaluation considering the noisy nature of

the training data, state-of-the-art results have also been reported for

image classification with noisy training labels,36 and in fact, noise is

intentionally induced in many tasks, such as speech recognition and

language modeling, to regularize and improve the generalization of

the used models.37,38 We speculate that a similar effect might be pre-

sent in our training procedure, leading to a model suggesting more

general headings, possibly also preferred by the domain experts in

the manual evaluation. Such behavior could be very desirable for

standardizing the use of the headings across hospitals and wards, al-

though it leads to deceptively low accuracy scores in the automated

evaluation against the noisy data.

As a consequence of noisy data, we have excluded from our orig-

inal dataset subject headings occurring <100 times. Although the

Figure 3. Recall at (R@) 1-10 plotted for each method. A high quality version of the plot for the top 6 performing methods is included in the Supplementary

Appendix.

86 Journal of the American Medical Informatics Association, 2020, Vol. 27, No. 1

https://academic.oup.com/jamia/article-lookup/doi/10.1093/jamia/ocz150#supplementary-data
https://academic.oup.com/jamia/article-lookup/doi/10.1093/jamia/ocz150#supplementary-data


left out dataset represents only 1%, this cutoff has left out some of

the very rare and specialized headings, which can be seen as a study

limit. That said, all the methods included in this study were trained

and tested on the same dataset.

The experiment indicates that multiple methods are promising

for use in sentence classification for nursing notes when trained on a

dataset like the one used here. The intended application is a system

that can assist nurses in incorporating subject headings when they

document. With sentence-level classification, we will be able to as-

sign subject headings to each sentence individually and then struc-

ture them into paragraphs based on similarity between their

assigned subject headings. In a related study, we have tentatively

tested a prototype system with this functionality.39 There the evalua-

tors reported they believe such a system can be of great help in mak-

ing nursing documentation in hospitals easier and less time

consuming. Moreover, even though the classification models have

been trained on semistructured text with manually assigned

paragraph-level headings, the prior study shows that such models

can be applied on free narratives without any further domain adap-

tation, although with slightly reduced classification accuracy. We

see that a system with this functionality could be particularly useful

when the documentation is done through speech-to-text dictation.

This will allow nurses to mainly perform the documentation using a

microphone while the system will still be able to generate a struc-

tured representation with assigned subject headings in an automatic

or semiautomatic manner.

Being able to automatically classify arbitrary sentences in clinical

nursing notes in terms of their topic or “aboutness” is also useful in

other natural language processing tasks like search, information ex-

traction, clustering, automatic template filling, and automatic summa-

rization. Sentence classification may also be beneficial for other health

professionals’ documentation—who produce similar type of text

where some sort of subject headings are being used. Although our ex-

periment is limited to one language (Finnish), the same approach is ap-

plicable to other languages as well because the methods are fully data-

driven and require no additional language-specific lexical resources.

All neural network approaches tested in our experiments show

clear improvement over more traditional methods, such as SVMs,

thus warranting further investigation of complex neural models. As

future work we will be looking into the latest progress in neural text

representations and classifiers, such as ELMo,40 BERT,41 and topic

memory networks.35 However, no readily available models for these

methods are currently available for clinical Finnish. Further, exploit-

ing the context surrounding each sentence could result in classifica-

tion improvements, as demonstrated by Song et al.42

CONCLUSION

This study explores how 7 text classification methods perform in the

task of predicting or suggesting subject headings for individual sen-

tences in nursing notes. According to the automatic evaluation, the

results indicate that the best-performing method is the one based on

a bidirectional LSTM recurrent neural network architecture. It is

able to correctly classify 54.35% of the sentences in the test dataset

when it is allowed to suggest 1 subject heading per sentence (R@1,

accuracy). When the methods are allowed to suggest 10 subject

headings (R@10), the scores are considerably higher where the best

method suggests the correct heading in 89.54% of the cases. In addi-

tion, a group of domain experts conducted a manual analysis of a

data sample which allowed us to compare the headings originally

assigned by the nurses and the automated predictions by the best-

performing method. This analysis indicates that its actual perfor-

mance or accuracy is substantially higher than what the automated

evaluation score tells, and comparable to the accuracy of the nurses.

We find the results to be encouraging and believe that several of

the tested methods can be used to efficiently assist nurses in selecting

the most appropriate subject headings when they document adminis-

tered patient care. A practical impact of such a system would be that

nurses save time and effort in tasks related to care documentation,

which will result in more time to concentrate on the patient and de-

liver better care. Another outcome could be improved consistency

and correctness in nurses’ use of subject headings. Future research

should focus on the implementation and extrinsic evaluation of such

a system in a clinical setting, including the impact it has on nursing

work, quality of documentation, and delivered care.
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Table 3. Results from the manual analysis of the originally

assigned subject headings and the headings predicted by the best-

performing classifier (BidirLSTM) for 200 randomly selected sen-

tences.

Class Original

headings

Predicted

headings by

BidirLSTM

1. Correct 0.7400 (148) 0.8150 (163)

2. Maybe correct 0.1500 (30) 0.1300 (26)

3. Incorrect 0.0850 (17) 0.0450 (9)

4. Unable to assess 0.0250 (5) 0.0100 (2)

Automatic evaluation R@1,

accuracy (predicted equals

original heading)

0.5800 (116)

Values are decimal (n). The bottom row shows how the classifier performs

on these 200 sentences using the R@1 automatic evaluation metric (accu-

racy).
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