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Abstract

Background: The mammalian neocortex is subdivided into many areas, each of which exhibits distinctive lamina
architecture. To investigate such area differences in detail, we chose three genes for comparative analyses, namely,
RORbeta, ER81 and Nurr1, mRNAs of which have been reported to be mainly expressed in layers 4, 5 and 6, respectively. To
analyze their qualitative and quantitative coexpression profiles in the rat neocortex, we used double in situ hybridization
(ISH) histochemistry and cortical box method which we previously developed to integrate the data of different staining and
individuals in a standard three-dimensional space.

Principal Findings: Our new approach resulted in three main observations. First, the three genes showed unique area
distribution patterns that are mostly complementary to one another. The patterns revealed by cortical box method
matched well with the cytoarchitectonic areas defined by Nissl staining. Second, at single cell level, RORbeta and ER81
mRNAs were coexpressed in a subpopulation of layer 5 neurons, whereas Nurr1 and ER81 mRNAs were not colocalized.
Third, principal component analysis showed that the order of hierarchical processing in the cortex correlates well with the
expression profiles of these three genes. Based on this analysis, the dysgranular zone (DZ) in the somatosensory area was
considered to exhibit a profile of a higher order area, which is consistent with previous proposal.

Conclusions/Significance: The tight relationship between the expression of the three layer specific genes and functional
areas were revealed, demonstrating the usefulness of cortical box method in the study on the cerebral cortex. In particular,
it allowed us to perform statistical evaluation and pattern matching, which would become important in interpreting the
ever-increasing data of gene expression in the cortex.
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Introduction

The mammalian neocortex consists of many areas that are

defined on the basis of unique connectional and functional

properties [1], [2]. In accordance with functional specialization,

these areas exhibit various differences in terms of their structural

configurations as revealed by Nissl staining and other conventional

histological techniques [1], [3]. More recently, it has become

possible to selectively visualize particular neocortical structures by

techniques to map gene products, such as immunocytochemistry

[4], [5], receptor autoradiography [6–9], and in situ hybridization

histochemistry (ISH) [10–12]. For example, several genes have

been shown to exhibit layer- and area-specific expression profiles

during development or in adulthood [5], [10], [11], [13–23]. For

the rodent cortex, it is now possible to examine the expression data

of most of the known genes in public databases [24–27]. Effective

use of such information may enable us to reveal apparently hidden

structures of neocortical areas, such as new sublayers and areas

defined by expression of a unique set of genes.

In our previous study, we have shown that layer-specific gene

expressions can reveal cortical structures across areas and species

[23]. Consistent with the six-layer model originally proposed by

Brodmann [1], the lamina expressions of several genes were

conserved across areas in monkey and mouse neocortices. At the

same time, we observed various area differences in their expression

patterns. For example, we observed that the width and intensity of

gene expressions exhibit abrupt changes across the V1–V2 border

in the monkey cortex. We also found that a subtype of excitatory

neurons that express 5-HT2C receptor mRNA are localized in

layer 5 in most areas, but in layer 6 in monkey V1. These

observations may reflect the conspicuous difference of monkey V1

compared with other areas [28–30]. While the differences between

V1 and V2 are rather conspicuous, there are often more subtle

differences in other areas. These subtle differences are more

PLoS ONE | www.plosone.org 1 September 2008 | Volume 3 | Issue 9 | e3266



difficult to analyze, owing to many factors, including staining

artifacts and sample-to-sample variabilities.

The simultaneous visualization of two different staining patterns

may circumvent this problem to some extent by providing a

reference to analyze the other. Accumulating samples for

quantitative evaluation may also be helpful. Nevertheless, the

latter method requires that data are obtained and accumulated

from accurately identified cortical areas. This task is, in fact, quite

difficult, especially for the rodent cortex, where there are no clear-

cut borders for area demarcation. In an effort to analyze the

spatial distribution of c-Fos expression [31], we previously

developed cortical box method. By this method, the gene

expression in the rat neocortex can be mapped into a three-

dimensional standardized cortical box from serially prepared

sections. Importantly, this standardization process enables us to

integrate data from different animals for statistical evaluation.

Several methods have been proposed to reconstruct section data

into a three-dimensional structure (e.g., [27], [32–35]). In

comparison with these previous methods, the advantage of our

method is that the lamina information is preserved in one axis of

the three-dimensional cortical map. The simplicity of the result is

also a strength of our method, which helps in the intuitive

understanding of the area distribution.

In the present study, we used the rat cortex as a model system to

analyze the area-specific expression patterns of three ‘‘layer-

specific’’ mRNAs, RORbeta [14], ER81 [10], [22], [23] and

Nurr1 [13], [19], [23], which are expressed mainly in layers 4, 5

and 6 of the rodent neocortex, respectively. Although the

heterogeneous expressions of these genes within neocortical areas

have been reported in these previous studies, we think that more

detailed analysis is necessary to understand their complex spatial

distribution patterns. In this endeavor, we employed double ISH

to examine the coexpression profiles of these genes at single cell

level and cortical box method for a global view. Cortical box

method enabled us to perform statistical evaluation of the data

from different individual animals as well as multivariate analysis to

extract common and differential patterns of expression for the

three genes. Our study underscores the usefulness of quantitative

approaches in analyzing gene expression data.

Results

Heterogeneity of layer-specific gene expression revealed
by double ISH

Figure 1A shows the double ISH of RORbeta and ER81

mRNAs and Fig. 1B shows that of RORbeta and Nurr1 mRNAs

in the middle and occipital coronal sections of rat brains.

RORbeta and Nurr1 mRNAs showed prominent area differences

while ER81 mRNA did not show such conspicuous area

difference. As reported previously [14], RORbeta mRNA was

most abundant in the barrel field of the parietal cortex area 1

(Par1) (Fig. 1). RORbeta mRNA was generally expressed more

abundantly in the sensory areas than in other areas. ER81 mRNA

exhibited the opposite pattern, showing higher levels of expression

in the areas where the RORbeta mRNA expression level was low

(Fig. 1A, see also Fig. 2, panels a, e and f). Nurr1 mRNA exhibited

a characteristic area expression pattern (Fig. 1B): its expression in

layer 6A was restricted to the lateral regions (e.g., Fig. 1B, par2,

Oc2L and Te1, see also Fig. 2, panels b’, c’, e’ and f’) and there

was only low expression in layer 6B in the dorsal areas (e.g.,

Fig. 1B, Par1 and Oc1, see also Fig. 2 panels a’ and d’).

Figure 2 shows the double ISH of these genes in various areas at

higher magnification. At this magnification, we were able to

identify individual neurons and examine how the positively stained

neurons are distributed within and across layers in different areas.

For example, although Nurr1-mRNA-positive cells were mostly

confined to layers 6A and 6B of most areas (Fig. 2, panels a’–e’), its

subpopulation was found scattered into layer 5 and even layer 4 in

the lateral-most areas. In the laterocaudal area (e.g., Fig. 1B, Ect),

Nurr1-mRNA-positive cells were found both in layers 5 and 6 to a

similar extent and extensively intermingled with the RORbeta-

mRNA-positive cells (Fig. 2, panel f’). Such area differences were

also observed for ER81-mRNA-positive cells. In the barrel field

(Fig. 2, panel b), we observed a sublayer with lower expression

levels of both RORbeta and ER81 mRNAs (white arrows). Based

on Hoechst nuclear staining, this cleft sublayer appears to be the

Figure 1. Double in situ hybridization histochemistry (ISH) of
RORbeta/ER81 (A) and RORbeta/Nurr1 (B). Signals in red are for
RORbeta and those in green are for ER81 (A) or Nurr1 (B). The
arrowheads indicate the area borders that were deduced by comparing
the gene expression patterns shown by double ISH and those revealed
by the cortical box method. Par1, Par2, Oc1, Oc2L and Te1 correspond
to the primary and secondary somatosensory areas (Par1 and Par2), the
primary and secondary visual areas (Oc1 and Oc2L) and the primary
auditory area (Te1). Ectorhinal cortex (Ect) is also indicated. The white
bars denoted as a–e and a’–e’ are the regions magnified in Fig. 2. This
figure is a montage of several images. Although the lighting condition
of the original images was not even at this low resolution, we adjusted
the contrast of each component image manually so that the montage
appeared to be consecutive. Scale bar, 2 mm.
doi:10.1371/journal.pone.0003266.g001

ISH Profiling of Rat Cortex
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upper part of layer 5 (data not shown), despite low number of

ER81-mRNA-positive cells. Such a gap does not exist in other

areas (Fig. 2, panels e and f). In the laterocaudal area (e.g., Fig. 1B,

Ect), neurons that expressed both ER81 and RORbeta mRNAs at

moderately high level were located around the border between

layers 4 and 5 (Fig. 2, panel f). These observations indicate

heterogeneous lamina expression patterns of the ‘‘layer-specific’’

genes at the cellular level.

The overlapping mRNA expression profiles raised the possibil-

ity that the two mRNAs with different lamina specificities are

coexpressed in the same cells. This was examined in high-

magnification photos in Fig. 3. Although RORbeta is a marker for

layer 4, it is also expressed in layer 5 throughout the rat neocortex.

When we examined the coexpression of RORbeta and ER81

mRNAs by double ISH, these mRNAs were coexpressed within

the same cells in layer 5 (Fig. 3A–3C). Layer 4 neurons generally

expressed only RORbeta mRNA, while many layer 5 neurons

expressed only ER81 mRNA. However, the layer 5 neurons

expressing RORbeta mRNA mostly coexpressed ER81 mRNA.

Such coexpression was observed in all the areas examined (data

not shown). On the other hand, RORbeta and Nurr1 mRNAs

were not coexpressed in the same neurons even in the areas with

extensive intermingling (Fig. 3D–3F). Similarly, ER81 and Nurr1

mRNAs were not expressed within the same neurons (Fig. 3G–3I).

This point has been shown previously for mice [23], but our data

now showed the same co-expression pattern in rats. Thus, we

conclude that the coexpression preferences of the three genes are

common across areas, although the relative abundance and

distribution are quite divergent.

Cortical box method for quantitative analysis of area-
specific gene expression

As mentioned in the introduction, it is difficult to accurately

identify cortical areas without clear-cut landmarks. To circumvent

this problem, we applied a standardization and reconstruction

procedure for the ISH samples of the serially prepared coronal

sections of the posterior part of the rat cortex as follows (see also

[31]). In the reconstruction, the shape of the cortex was

transformed to fit into a rectangle, as illustrated in Fig. 4A. The

left and right borders of the rectangle correspond to the medial

ends of the cortex and the rhinal fissure, respectively, both of

which can be easily determined. We also normalized the level of

ISH signals so that the relative strength of the ISH signals at a

given location can be compared across different data sets (Fig. 4A).

Figure 4B illustrates the standardization process from the ISH data

of the RORbeta gene. As shown in this figure, seventeen ISH

coronal sections in total were used to cover the posterior part of

one rat brain hemisphere (22.1 to 26.3 mm from Bregma) with

280 mm intervals (Fig. 4B; original images). It was already evident

from the original images that there are three distinct clusters of

high RORbeta signals, which roughly corresponded to the

somatosensory, auditory and visual areas (delineated by yellow,

red and blue lines, respectively). The middle panel of Fig. 4B

shows the images transformed into seventeen rows of cortical

rectangles. In these rows of images, the three clusters of high

RORbeta ISH signals were now more clearly visualized

(‘‘Representative’’). Importantly, once the staining intensity was

standardized, we could easily integrate multiple sets of data. In the

right panel of Fig. 4B, the average of six sets of samples from three

Figure 2. Area differences in gene expressions. The regions
denoted in Fig. 1 are magnified. In these figures, the contrast was
adjusted simultaneously so that the area differences can be directly
compared across different areas. The layers denoted on the left side of
each panel were determined in reference to the Hoechst 30442 nuclear
staining. These panels are considered to correspond to cytoarchitec-
tonic areas as follows: a; Oc2MM, b; Par1, c; Par2, d; Oc1, e; Te3R, f; Ect,
a’; DZ, b’; Par1/Par2 border, c’; Par2, d’; Oc1, e’; Oc2L, f’; Oct. S;
subiculum. Scale bar: 100 mm.
doi:10.1371/journal.pone.0003266.g002

Figure 3. Coexpression of RORbeta, ER81 and Nurr1 genes. (A)–
(C) Double ISH of RORbeta (red) and ER81 (green) mRNAs in a
somatosensory area. Note the extensive coexpression of the two genes
(denoted by the arrows). (D)–(F) Double ISH of RORbeta (red) and Nurr1
(green) mRNAs in a laterocaudal area. (G)–(I) Double ISH of ER81 (red)
and Nurr1 (green) mRNAs in a laterocaudal area. Note that the two
genes in (D)–(F) and (G)–(I) are not coexpressed. Scale bar: 50 mm.
doi:10.1371/journal.pone.0003266.g003

ISH Profiling of Rat Cortex
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rats is shown. Note that the pattern of a single set of sample

(‘‘Representative’’) was very similar to that of the average. The

characteristic expression pattern of RORbeta mRNA is therefore

reproducibly captured across different animals.

In the final step of image processing, we arrayed the seventeen

cortical rectangles, so that the posterior cortex is three-dimen-

sionally reproduced as a box (Fig. 4D). By this procedure, the

expression data are now mapped onto a standardized cortical box,

Figure 4. Cortical box method reveals the area-specific expression of RORbeta mRNAs. (A) Example of a cortical section of RORbeta ISH
image processed for the cortical box standardization procedure. The mediodorsal end (MD), lateroventral end (LV), inner contour (IC), and outer
contour (OC) were manually determined to select the part of the cortex for further processing. The selected cortical region was converted into a
standard rectangle (a standardized cortical section). The intensity of the ISH signals was normalized and pseudocolored, so that the mean +1 SD
becomes 0% and the mean +3 SD becomes 100% (see Materials and Methods for details). Scale bar, 2 mm. (B) Example of one series of coronal
sections (from the Bregma distance of 22.1 to 26.2 mm, number 1 to 17) of RORbeta ISH (left). These images of cortical sections were standardized
as displayed on the right side of the original images (representative). We performed the same processing for six series of such samples (right and left
hemispheres from three rats) and averaged them. Note that the patterns of the representative and the average data are quite similar. We also
performed the same procedure for the Nissl-stained samples and determined the cytoarchitectonic borders for primary somatosensory (Par1, yellow),
visual (OC1, blue) and auditory (Te1, red) areas. (C) Layer distributions of RORbeta, ER81 and Nurr1 (left axis) as well as the Nissl-gray level index (GLI,
right axis) from the pial surface (0% of cortical depth) to the cortex/white matter border (100%). Each line plot shows the average signal intensity at a
given cortical depth. The entire cortical regions except the mediodorsal and laterocaudal 10% were used to calculate the average. Green, orange,
blue and red lines represent RORbeta, ER81, Nurr1 ISHs and Nissl staining, respectively. (D) Conceptual figure to illustrate the construction of the
cortical box. In this example, the layer 4 fraction (30–50% cortical depth) was extracted to demonstrate the area distribution pattern of RORbeta
mRNA in a two-dimensional map.
doi:10.1371/journal.pone.0003266.g004
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which can be easily manipulated for various analyses. One

application of the cortical box method is to show gene expression

at a given lamina position as a two-dimensional ‘‘layer map’’,

which represents a map of a virtual tangential section (Fig. 4D). To

make maps for layers 2/3, 4, 5 and 6, we first determined the

borders of these layers based on Nissl staining, as well as the ISH

patterns of the three layer-specific genes, RORbeta, ER81 and

Nurr1. Figure 4C shows the lamina distribution of the Nissl-grey

level index (GLI) [36–38] and that of the three mRNAs, averaged

over the central portion of the standardized cortical box (see

Materials and Methods). We observed four distinct peaks in the

Nissl-GLI, which are considered to correspond to the cytoarchi-

tectonic layers 2/3, 4, 5 and 6. As expected, the latter three peaks

coincided very well with the peaks of RORbeta (around cortical

depth of 30–50%), ER81 (around cortical depth of 50–75%) and

Nurr1 (around cortical depth of 75–100%) (Fig. 4C). Within the

regions defined in our method, we observed little variance in the

positions of the lamina borders. On the basis of this data, we

determined the lamina borders to make layer maps that are

described in the following sections.

To relate the expression patterns of the three layer-specific

genes to the cytoarchitectonic areas determined by the standard

method, we applied the cortical box method to Nissl staining using

the GLI, which has been previously used to define area borders

[36–38]. Figure 5A shows the layer 4 maps of Nissl-GLI obtained

from three different rats. In these maps, three clusters of high

Nissl-GLI were observed, which were considered to correspond to

somatosensory, auditory, and visual areas (Fig. 5A; bordered by

thick lines). The GLI distributions were not homogeneous within

the three clusters and we could draw potential borders for the

subareas (solid and dashed lines). These borders were semi-

automatically determined on the basis of the differential map

(Fig. 5B, see Materials and Methods). The locations of the area

borders determined in this way generally well matched those of the

standard atlases [8], [39] (Fig. 5A) (see Discussion for detailed

comparisons with standard atlases).

The borders in Fig. 5A are determined from the average of six

different sets of Nissl-stained samples. The layer maps of the right

and left hemispheres (n = 3 each) are shown separately in Fig. 5C.

Although there are some variances between these two maps (e.g.,

compare the mediodorsal regions of the middle and right panels of

Fig. 5C), we were able to determine the borders that match well

for both sets of samples by averaging the data. The maps of other

layers also suggest the consistency of the area borders determined

from the layer 4 map (Fig. 5D). For example, the expression

changes in the layer 2/3 map generally occurred at the same

border as that in the layer 4 map. However, there were several

important differences in the patterns. For example, the GLIs of the

mediodorsal areas (agranular retrosplenial cortex (RSA) and

frontal cortex, area 1 (Fr1)) were high in layer 2/3 but not in

layer 4. Also, the GLI in area HL (hind limb), a subregion of the

somatosensory areas, was low in layers 2/3 but high in layer 4.

Despite such differences in the area distribution patterns between

layers, the borders for the changes in the GLI were the same for

layers 2/3 and 4. Similarly, the GLIs of layers 4 and 5 were mostly

complementary and the same borders were observed. Thus, the

Nissl-GLI is considered to faithfully reflect the cytoarchitectonic

area map.

Figure 5. Spatial distribution of Nissl-GLI in standardized cortical maps. (A) Averaged standardized layer 4 map of the Nissl-gray level index
(GLI) was constructed from both hemispheres of three animals. (B) The areal borders were determined on the basis of the differential map, which
shows the local differences of the GLI values. (C) Standardized layer 4 maps of GLI constructed using the data from the left and right hemispheres of
three animals. The two independent maps exhibit very similar patterns despite no overlaps in the samples used for image processing. (D) Nissl GLI
maps for different layers. AIP, agranular insular cortex, posterior part; DZ, parietal cortex, area 1, dysgranular zone; Ect, ectorhinal cortex; Fr1, frontal
cortex, area 1; HL, parietal cortex, hindlimb area; Oc1B, occipital cortex, area1, binocular part; Oc1M, occipital cortex, area 1, monocular part; Oc2L,
occipital cortex area 2, lateral part; Oc2ML, occipital cortex, area 2 mediolateral part; Oc2MM, occipital cortex, area 2, mediomedial part; Par1, parietal
cortex, area 1; Par1L, parietal cortex, area1, lateral part; Par2, parietal cortex, area2; ParP, parietal cortex, posterior area; ParVC, parietal cortex, ventral
area, caudal part; PRh, perirhinal area; RSA, agranular retrosplenial cortex; Te1, temporal cortex, area 1; Te3R, temporal cortex, area 3, rostral part;
Te3V, temporal cortex, area 3, ventral part; TeV, temporal cortex ventral area.
doi:10.1371/journal.pone.0003266.g005
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Analysis for area-specific distribution patterns of
RORbeta, ER81 and Nurr1 mRNAs by cortical box method

Following the determination of the cytoarchitectonic lamina

and area borders by Nissl staining, we analyzed the distribution

patterns of RORbeta, ER81 and Nurr1 mRNAs by the cortical

box method. Figure 6A shows the standardized maps of RORbeta,

ER81 and Nurr1 mRNAs for layers 2/3, 4, 5 and 6. The ISH

signals of these mRNAs were mostly observed in layers 4, 5 and 6,

respectively, as expected. In addition, we clearly observed area-

specific distribution patterns for all the three mRNAs. These

patterns coincided well with the borders determined by Nissl

staining (Fig. 6A; solid and dashed lines). Actually, the spatial

distribution of RORbeta mRNA was very similar to that of Nissl-

GLI in layer 4 (r = 0.63, P,0.01, linear regression model analysis),

and the spatial distribution of ER81 was similar to that of Nissl-

GLI in layer 5 (r = 0.70, P,0.01, linear regression model analysis).

However, the area difference between RORbeta and ER81

mRNAs was much larger than that expected from the Nissl-GLI.

Besides, the area distribution of Nurr1 mRNA was different from

that of the Nissl-GLI in layer 6, although they seemed to show the

same borders.

The layer maps also showed area-specific differences in the

lamina specificity of these genes. For example, the expression level

of RORbeta mRNA was higher in layers 2/3 of the Par1 subfield

of the somatosensory cortex and the auditory cortex, which is

consistent with the findings described in a previous report [8].

Furthermore, the expression levels of Nurr1 in the temporal cortex

ventral area (TeV) and ectorhinal cortex (Ect) (about 90% of the

mediodorsal distance at the bregma distance of 26 mm) were

higher in layer 5 rather than layer 6, which is consistent with

results of the double ISH (Fig. 2, panel f’). Although ER81 mRNA

exhibited a shift of expression from layer 5 to layer 4 in the medial-

most retrosplenial area (RSA), this may be due to the difference in

the overall lamina position in this area.

An advantage of our method is that the variability of gene

expression across different sets of samples can be quantitatively

estimated. In Fig. 6B, we mapped the coefficient of variance (CV)

of each gene for each layer map. CV is the percentage of the

standard deviation (SD) per average and a measure of the relative

variability. By definition, CV becomes unreliable when the

average is small. Thus, we excluded the areas with low gene

expression values from the analyses in Fig. 6B (white areas). The

map shows that the CVs were generally low (,50%) in the central

regions of a cluster with high average values and were high

(.80%) in the borders of those clusters. This result suggests that

there is little sample-to-sample variance in the area distribution of

these genes, and that the variability is concentrated at the borders.

The CV showed a constantly low level in the transition regions

from area Par1 to the temporal cortex, area1 (Te1), in the layer 4

map of RORbeta and from area Oc2MM to Oc2L in the layer 5

map of ER81 (Fig. 6B; white dotted lines), despite large changes in

the averages. In these regions, even the area borders are

reproduced across different animals. This demonstrates the high

reliability of the gene expression mapping in our method.

Common and different characteristics of various cortical
areas captured by multivariate analyses

The distribution pattern shown in Fig. 6A suggests that the

RORbeta mRNA expression level is high in the sensory areas,

whereas the ER81 and Nurr1 mRNA expression levels are

generally high in the areas with low RORbeta mRNA expression

level. This observation suggests that the distribution patterns of

these mRNAs may be governed by some common rules. In an

attempt to discover such rules, we performed principal component

analysis (PCA) using five layer maps of RORbeta (layer 4), ER81

(layers 4 and 5) and Nurr1 (layers 5 and 6). Other layer maps were

excluded from the analysis, because there are very little signals, if

any, in other maps, and not reliable. In this analysis, we first

divided each map into 10006340 blocks, so that the spatial maps

as shown in Fig. 6A could be represented by rows of data having

34,000 data points. When five of such datasets are combined, it is

considered as 34,000 points plotted in a five-dimensional space.

The purpose of the PCA is to find new ‘‘axes’’ to explain the

variability of the 34,000 data points with the least variables. In

other words, we expected PCA to decompose the five maps of

spatial distribution data into fewer maps that represent the

common features of spatial variations. Figure 7A shows the first

two principal components (PCs) obtained by PCA. The eigenvec-

tor of each PC is graphed at the bottom. These bar graphs

demonstrate the contribution of each layer map in determining the

PC scores that are illustrated as the colored maps on top. At first

glance, PC1 is similar to the layer 4 map of RORbeta, while PC2

is similar to the layer 6 map of Nurr1. However, as the bar graphs

indicate, PC1 and PC2 have contributions from all the five layer

maps in various degrees and directions. For example, in addition

to RORbeta patterns, the ER81 patterns in layers 4 and 5

considerably contributed to PC1, but they were in the reverse

direction. This means that PC1 represents a feature shared by

RORbeta and ER81 (and Nurr1 to a lesser extent), which is shown

as their complementary distribution patterns. Similarly, PC2

represents a feature shared by layer 5 of ER81 and Nurr1, but in a

complementary manner. There are almost no contributions of

RORbeta in this component.

In an attempt to decipher the meaning of the two axes

represented by PC1 and PC2, we calculated the average scores of

these PCs in cytoarchitectonically determined cortical areas and

plotted them in the PC1–PC2 space (Fig. 7B). In this figure, the

cortical areas were roughly classified into four categories. Somato-

sensory, auditory, and visual domains were colored in yellow, red

and blue, respectively. The medial and lateral ends of the cortex,

which are colored in grey, are motor, limbic and paralimbic areas

and considered to be higher areas in the cortical hierarchy in terms

of sensory inputs. In the plot, the areas with the same modalities are

grouped by lines to aid in the visualization. Here, we observed two

features. First, the primary sensory areas (Par1, Te1, Oc1) were

clustered at the lowest value of PC1 with little contribution from

PC2. The higher order multisensory areas tended to be located in

the higher values of PC1. Second, the higher order association areas

of different modalities were dispersed in the plot, because of the

contribution of different PC2 values. Together, these observations

suggest the similarity of the primary sensory areas and the diversion

of association areas, as far as the expression of the three ‘‘layer-

specific’’ genes are concerned.

Discussion

We studied the area-specific expression patterns of three layer-

specific genes, RORbeta, ER81 and Nurr1, using double ISH and

the cortical box method [31]. Double ISH showed that the

coexpression profiles of these genes are the same across areas,

whereas their relative abundance and the extent of intermingling

differ considerably. The cortical box method allowed us to

quantitatively and objectively analyze the three-dimensional

pattern of gene expression using integrated ISH data sets. We

first discuss the methodological aspects of our study and then the

implications of our findings in terms of the area architecture of the

rat cortex.

ISH Profiling of Rat Cortex
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Figure 6. Spatial distributions of RORbeta, ER81 and Nurr1 in the standardized cortical map. (A) Average standardized layer maps (layers
2/3, 4, 5 and 6) for in situ hybridization immunohistochemistry (ISH) of RORbeta, ER81 and Nurr1. Black lines indicate the cytoarchitectonic borders of
the cortical area defined in Fig. 5A. (B) Coefficient of variance (CV) of standardized layer maps (layers 2/3, 4, 5 and 6) for in situ hybridization
immunohistochemistry (ISH) of RORbeta, ER81 and Nurr1. White color represents the CV values of the pixels with low average values (see Materials
and Methods).
doi:10.1371/journal.pone.0003266.g006
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Cortical box method is a useful tool for gene expression
analyses

For histological studies, it is critically important to accurately

identify various anatomical structures. This is particularly true for

the study of the neocortex that consists of many areas and

subareas. Traditionally, the Nissl staining patterns have been used

as criteria for discrimination of cytoarchitectonic areas (e.g.,

[1],[3]). Nevertheless, the area differences determined by Nissl

staining are often subtle and susceptible to various artifacts, such as

inhomogeneous staining and sampling variances. Although

quantitative methods of characterizing cortical areas [36–38],

[40] enable observer-independent area demarcation, the area

identification is still subtle and requires exact spatial information of

the section of interest. In cats and monkeys, sulcal landmarks help

in area identification. However, the rodent cortex offers no such

landmarks. To circumvent this problem, we previously developed

the cortical box method to analyze c-fos immunoreactivity [31],

which we now applied to the analysis of ISH data. This method

uses a set of coronal sections that cover the entire posterior cortex

of the rat. With sufficient numbers of sections, it is possible to

accurately estimate the continuity of the areas that span several

sections (see Fig. 3A). Because this method transforms expression

data into a standardized form, many different sets of data can be

compared quantitatively. Furthermore, although the selection of

ROI (region of interest) for standardization is still determined

manually, this process only requires the determination of the

medial and lateral ends of the cortex, which have clear landmarks

and are unambiguous. The effectiveness of these features is

demonstrated by the reproducibility of cytoarchitectonic areas

(Fig. 5A) and low CV of the gene expression data (Fig. 6B) across

different sets of samples. As we have shown in this study, this

method is applicable to the sections stained by various methods

including Nissl staining, immunohistochemistry, ISH and possibly

other methods, such as neural tracer dyes. This method will, thus,

enable us to integrate different types of histological data in the

same coordinate for quantitative analyses.

In the current study, we pooled the data from both right and left

hemispheres of three different rats, to reduce experimental

variability. Although there is a possibility that the two hemispheres

show differences in gene expression, we were not able to find sign

of lateralization, under the current number of dataset (n = 3).

However, a study using larger number of datasets for cortical box

analysis may clarify if any lateralization exists in rodent neocortex.

Figure 7. Principal component analysis (PCA) of standardized cortical map. Cortical areas were divided into 3406100 points so that the ISH
signal values could be represented by a matrix of 34000 data points. The data of five layer maps (layer 4 of RORbeta, layers 4 and 5 of ER81, and layers
5 and 6 of Nurr1) were analyzed for PCA to extract two primary components, PC1 and PC2. (A) Pseudocolored layer maps (top) and eigenvectors
(bottom) of PC1 and PC2. The layer maps indicate the PC scores plotted in the two dimensional space. The eigenvectors below the layer maps show
the contributions of the five layer maps in constructing each PC. (B) The averaged PC1 and PC2 scores of each cortical area (shown in the left panel)
were plotted in the PC1–PC2 space. The cortical areas represented by the dots in the right panel are grouped by modality and connected by colored
lines (yellow, red and blue for somatosensory, auditory and visual, respectively) in the order of PC1 scores. Gray represents other areas, including
motor, limbic and paralimbic areas. The nomenclature of each area is the same as that in Fig. 5.
doi:10.1371/journal.pone.0003266.g007
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Many methods have been developed to standardize the rodent

brain map (e.g., [27], [32], [33], [35], [41], [42]). In particular,

Gabbott et al. (2005) reported a method similar to the cortical box

method to investigate the cortical projections from the rat frontal

areas [35]. Our method is also conceptually similar to the surface-

based atlases developed by Van Essen and coworkers [43]. The

advantage of these methods is that by flattening the three-

dimensional cortex, it becomes easy to understand intuitively the

global picture of gene expression. It is also important that the

cortical box method enables the quantitative analyses of the spatial

distribution data. Even when there are sample-to-sample variances

owing to various reasons, we can extract useful information by

averaging the data. We can also estimate the significance of such

variances (see Fig. 6B). We noted that the variability of gene

expression were concentrated at area borders (Fig. 6B), which

could be attributable to individual difference of the area

architecture, although it is possible that such variance was derived

from experimental variance. One advantage of our method over

other flattening techniques is the simplicity and ease of use,

because it is optimized for the simple sulcus structure of the rodent

posterior cortex. On the other hand, it would be difficult to

directly apply it to the convoluted cortex of other mammalian

species. For example, because the thickness of each lamina varies

greatly in areas for primate brains (e.g., see Fig. S3 of [23]), it will

become difficult to construct layer maps using the same layer

borders for different areas. However, if we are to limit the analysis

to a subregion of the cortex that can be defined by clear-cut

landmarks (such as sulci), cortical box method may be used to

analyze convoluted brains as well.

Despite the many useful features of the cortical box method as

pointed above, caution is required when interpreting the data,

because it does not offer information on the expression at the

cellular resolution level. For example, in the layer 6 maps of ER81

and Nurr1, the maps of two genes overlapped in the laterocaudal

areas (Figs. 5 and 6, TeV and Ect), although the double ISH

results demonstrated that they were not coexpressed (Fig. 3G–I). It

is also notable that, owing to normalization, the low expression

levels tend to be ignored in a global view. For example, although

RORbeta mRNA is clearly expressed by layer 5 neurons

throughout areas (Fig. 2), it does not show up in the layer 5

map (Fig. 6A). In the case of ER81, the very high expression level

in the medial areas obscures its widespread distribution across the

entire neocortical areas in layer 5. The cortical box method needs

to be coupled with careful analyses of expressions at the cellular

level. It should also be noted that, by fitting the cortex into

rectangle, the information of the cortical thickness is lost, although

the relative expression value is preserved throughout layers. To

examine the differential cortical thickness across areas, other

analytical method needs to be used.

Identification of cortical areas by cortical box method
In previous studies, cortical areas were successfully delineated in

an objective manner by Nissl-GLI analyses [8], [36–38].

Therefore, we relied on Nissl-GLI patterns to identify cytoarchi-

tectonic areas in our standard three-dimensional space. The layer

4 map of Nissl-GLI was consistent overall with the Nissl-GLI map

of Zilles and coworkers [8]. However, there were several points

wherein we incorporated the area classification by other

researchers. For example, we found a subarea ‘‘Par1L’’ in the

lateral region of the primary somatosensory cortex, which is not

shown in the original map of Palomero-Gallagher and Zilles [8].

Judged from the location, Par1L seems to correspond to the

representation region of the upper lip, which was recently noted by

others [39]. We also found another subarea ‘‘dysgranular zone

(DZ)’’ between areas HL and Par1. This subarea appears to

correspond to the most medial zone of a matrix of dysgranular

cortex into which the barrels are embedded [44–47]. The DZ

appears to partially overlap with ‘‘FL’’ in the map of Palomero-

Gallagher and Zilles [8]. Although the borders of DZ were not

determined by GLI analysis [8], our data showed that they

extended anteroposteriorly along HL. The consistency with the

RORbeta gene expression supports this area delineation. In the

auditory cortex, we distinguished Te1 and Te3V, on the basis of

Nissl-GLI and RORbeta expression. Te3V in our map is

considered to correspond to the belt region of the auditory cortex

[8], [48]. Ventral to TeV, we delineated Ect according to Paxinos

and Watson [49] and Swanson [50]. We emphasize that the

cytoarchitectonic areas determined by Nissl-GLI are well consis-

tent with the expression patterns of the layer-specific genes,

validating the area demarcation by our method.

Significance of area-specific gene expression
Previous studies using receptor autoradiography have revealed

that the brain’s chemoarchitectonic organization is correlated with

cyto- and myeloarchitectonical organizations [7], [51]. Our

analysis also revealed tight correlation between gene expression

and the cytoarchitectonic area. In particular, RORbeta and ER81

patterns were quite similar to those of Nissl-GLI in layers 4 and 5,

respectively. This is anticipated to some extent, because both Nissl-

GLI and gene expression intensity should positively correlate with

the neuronal density. However, RORbeta and ER81 mRNAs

were expressed by a subpopulation of cortical neurons and the

variations in their densities appeared to be much greater than

those expected from the neuronal density of the layer of interest

(Fig. 2). Besides, the perceived intensity of labeling per cell also

varied across areas. Regarding Nurr1 gene expression, the positive

cells represent only a minor population of the layer 6 neurons, and

the area distribution pattern was completely different from that of

the Nissl-GLI. These observations suggest that there may exist

some rules that commonly affect their area-specific expression

patterns other than neuronal density. By using PCA, we tried to

find such rules and obtained two principal components (PC1 and

PC2).

The PC1–PC2 plot of different cortical areas shown in Fig. 7B

indicates the features of these areas characterized by RORbeta,

ER81 and Nurr1 gene expressions. This figure clearly shows that

the primary sensory areas, Par1, Par1L, Te1, Oc1M and Oc1B,

cluster together at lower PC1 values, while the higher sensory

areas and multimodal areas are away from the ‘‘cluster’’ of

primary sensory areas with higher PC1 values, but with various

PC2 values. This pattern demonstrates the similarity of gene

expression in the primary sensory areas, as well as the diversity of

gene expression patterns in the higher sensory areas. There are

several possible explanations for the similarity of the primary

sensory areas. First, the primary sensory areas generally have

‘‘granular’’ layer 4, which contains a high density of thalamor-

ecipient neurons. The PC1 score may be positively or negatively

correlated with the neuronal density as we discussed earlier.

Second, the primary sensory areas receive strong inputs from the

primary sensory thalamus [52], [53], which can be visualized by

cytochrome oxidase staining [54], [55]. It is well known that

certain genes exhibit activity-dependent regulation during devel-

opment or in the adult [17], [56–58]. The expressions of

RORbeta, ER81 and/or Nurr1 genes may be affected, directly

or indirectly, by the thalamocortical inputs and contribute to the

low PC1 scores in the primary sensory areas. In this context, it is

interesting that area DZ exhibits a high PC1 score despite its

location within Par1. Previous studies suggest that the dysgranular
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zones in barrel cortex including our DZ defined here does not

receive inputs from the primary somatosensory thalamic nucleus;

instead it receives inputs from a higher order thalamic nucleus and

adjacent primary somatosensory areas as well [45–47], [59], [60].

The high PC1 score is consistent with this observation and may

support a proposal that the dysgranular non-barrel cortex is a

higher order somatosensory area [47]. Finally, PC1 has contribu-

tions from both RORbeta and ER81 layer maps, but in the

reverse direction. These genes are enriched in layers 4 and 5,

which are generally considered as the input and output layers [61].

We speculate that the maturation of the structures of layers 4 and

5 is coordinated so that the primary sensory areas are specialized

for input reception.

Compared with the interpretation of PC1, that of PC2 is more

difficult. We could think of possible developmental causes for the

conspicuous lateral-to-medial gradient of PC2: it may reflect

cortical patterning by a gradient of regulatory genes [58], [62], or

a cortical migratory stream [63]. However, the functional

significance of such a gradient in the mature neocortex remains

unclear. Arimatsu and coworkers report that Nurr1-positive

neurons send corticocortical but not corticothalamic projections

in the rat cortex [19]. We found that this projection specificity is

also conserved in monkeys [23]. These observations suggest that

PC2 may represent a special type of cortico-cortical connectivity.

It is quite intriguing that Nurr1 mRNA is expressed by a

subtype of neurons distinct from those expressing RORbeta or

ER81 mRNAs despite the extensive intermingling (Fig. 3). The

negative correlations of Nurr1 with RORbeta or ER81 contribu-

tion in PC1 and PC2 (Fig. 7A) raise the possibility that the same

organizing principle differentially affects different cell types. We

predict that there may be some rules that coordinate the

expression of thousands of genes in organizing the neocortical

structure. How such coordination occurs is, at present, an open

question. The double ISH and cortical box method are useful tools

for analyzing such rules and for revealing the principles behind

them.

Materials and Methods

Animals and tissue preparation
Four adult male Sprague Dawley rats (one for double ISH,

three for cortical box method of single ISH) were purchased from

Japan SLC, Inc. (Hamamatsu, Japan) and perfused through the

heart with 4% paraformaldehyde in 0.1 M phosphate buffer

(pH 7.4) under deep anesthesia induced by Nembutal (50 mg/kg

body weight, i.p.). All the experiments were conducted in

accordance with the Guide for the Care and Use of Laboratory

Animals (National Institute of Health (USA) publication number

86–23, 1985) and the guidelines of the Okazaki National Research

Institutes in Japan. We made all efforts to minimize the number of

animals used and their suffering.

Probe preparation
The cDNA fragments of mouse or rat RORbeta were obtained

by polymerase chain reaction (PCR) using the primers listed in

Table 1 and subcloned into the pBlueScriptII vector. Each of the

three probes listed in Table 1 exhibited very similar expression

patterns for both mouse and rat brains (data not shown), validating

the reproducibility of the ISH result. To obtain the data presented

in this paper, we used two probes, rRORbeta2 and rRORbeta3,

mixed together for hybridization. The probes for the ER81 and

Nurr1 gene were previously described [21]. The digoxygenin

(DIG)- and fluorescein (FITC)-labeled riboprobes were produced

by in vitro transcription using these plasmids as templates. The

riboprobes were purified using ProbeQuant 50 spin column

(Amersham Biosciences, Little Chalfont, UK).

Single-color ISH
A silicon template was used to cut vertically the brain into half

(anterior and posterior parts). Coronal sections from both

hemispheres were cut at 40 mm thickness using a freezing

microtome. Special care was taken to maintain the orientation

of sections. Every seventh section was preserved for ISH using

RORbeta, ER81 and Nurr1 gene probes and Nissl staining. The

remaining sections were frozen for later use. These sections were

equivalent to the entire hemisphere with an approximately

280 mm interval. ISH was carried out as previously described

[21], [64]. Briefly, free-floating sections were treated with

proteinase K (1 mg/mL) for 30 minutes at 37uC, acetylated, then

incubated in a hybridization buffer containing 0.25–0.5 mg/mL

digoxigenin-labeled riboprobes at 60uC. The sections were

sequentially treated in 26 standard saline citrate (SSC)/50%

formamide/0.1% N-lauroylsarcosine for 20 minutes at 60uC,

twice; 30 minutes at 37uC in RNase buffer (10 mM Tris-HCl,

pH 8.0, 1 mM EDTA, 500 mM NaCl) containing 20 mg/mL

RNase A (Sigma-Aldrich, St. Louis, MO); 20 minutes at 37uC in

26 SSC/0.1% N-lauroylsarcosine, twice; 20 minutes at 37uC in

0.26SSC/0.1% N-lauroylsarcosine, twice. The hybridized probe

was detected with an alkaline phosphatase-conjugated anti-DIG

antibody using a DIG nucleic acid detection kit (Roche

Diagnostics, Indianapolis, IN, USA). There were no apparent

signals in control sections examined with the sense probes. ISH

causes considerable tissue section shrinkage (80%). However, the

scale bars in the figures are not adjusted for such shrinkage.

Double ISH was carried out using DIG- and FITC-labeled

riboprobes as previously described [23]. The sections were cut to

15–20 mm thickness. The hybridization and washing were carried

out as described above, except that both DIG and FITC probes

Table 1. Primers used to clone RORbeta gene segments.

Plasmid name Primer set template Target sequence (CDS = +1 to +862)

mRORbeta GTGTACAGCAGCAGCATTAGCA Mouse brain From 2136 to +676

GGTCTCATCATCCAGGTGRTTC cDNA

rRORbeta2 AAAGCAAGCACATTGGAGAG Rat brain From 2840 to 293

GTCAATGACGTGCCCGTTGG cDNA

rRORbeta3 AACAAACAGAAGAGCCCCAC Rat brain From 273 to +1029

GCCAACGGGCACGTCATTGACC cDNA

doi:10.1371/journal.pone.0003266.t001
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were used for the hybridization. The fluorescent detection was

performed as described using TSA-plus reagent (Perkin Elmer,

Wellesley MA, USA) and HNPP fluorescent detection set (Roche

diagnostics).

Image acquisition
The images for the single- and double-color ISH were obtained

using a digital color camera DP 70 (Olympus, Tokyo, Japan)

attached to a BX-51 microscope (Olympus). For the analysis by

cortical box method, digital images (136061024 pixels) were

captured using the 1.256 objective in the gray scale with 8 bits

(10.3 mm/pixel). The background image was subtracted using

Adobe Photoshop (Adobe Systems, San Jose, CA) to eliminate the

shadowing effect.

Standardization of regions of cortex
The standardization of the rat cortex was conducted as

described previously with a slight modification [31]. To achieve

objective and automatic procedures, we restricted the quantifica-

tion of gene expression to the posterior half of the cortex, which

has clear structural landmarks. We used 17 coronal sections in

each animal, which were presumed to correspond to the Bregma

of 22.1 to 26.3 mm, as determined from the order of serial

sections and the shape of the hippocampus [49]. Sections that

contain artifacts such as tearing or bubbles in the cortex were

excluded from the analysis. The averages of 16.560.83

(mean6SD) (ISH for RORbeta), 16.560.54 (ISH for ER81) and

15.861.17 (ISH for RORbeta) sections processed by ISH for each

animal were used for this analysis.

For the standardization of the cortex, the section images were

processed as follows. The medial end of the white matter and the

valley of the rhinal fissure were chosen as structural landmarks of

the mediodorsal (MD) and lateroventral (LV) ends of the cortical

sections, respectively. The pial surface and the border between the

cortex and the white matter were chosen as the outer (OC) and

inner contours (IC), respectively. Then, the image of a large part of

the cortex was manually cut out on the basis of these landmarks

using Adobe Photoshop (Fig. 4A). The following steps were

automatically carried out using a customized software program

designed by LabVIEW 7.0 (National Instruments, Austin, TX,

USA). The lengths of OC and IC were measured and equally

divided into 100 points. Sectors that were defined by every two

adjacent points on each contour were extracted and converted to

standardized rectangles by linear interpolation. These rectangles

from MD to LV were aligned from left to right to form a

‘‘standardized cortical section’’ (10061000 pixels, depth and

width, respectively, Fig. 4A). The standardized cortical sections are

distorted toward deeper layers, because the outer contour is always

longer than inner contour. We evaluated the transformation rates

of standardized sections from original sections. The average rates

of transformation across areas were, 9065% in layer 2/3,

10065% in layer 4, 11065% in layer 5 and 12065% in layer

6, respectively. The transformation is performed so that the local

density of staining is preserved. Therefore, distortion by the

transformation does not affect the overall patterns of gene

expression. Although our method introduces the transformation

especially in deeper layers, the boundaries of the primary sensory

areas were the same for both layers 4 (RORbeta) and 6 (Nurr1)

(Fig. 5), suggesting that deviation in the deeper layer was only

limited.

To normalize the staining intensity, the means and standard

deviations (SD) of all the pixel values for the ISH images of one

dataset were calculated. These pixel values were converted to 0–

100 (%), by linearly adjusting them to mean + 1 SD as 0% and

mean + 3 SD as 100%. The data for the sections lost or discarded

were generated by linearly interpolating the adjacent serial

sections. No attempts were made to count the number of positive

cells, different from our previous study [31], because we

considered that the staining intensity, which reflects the relative

mRNA abundance, was most important in evaluating the gene

expression patterns in the current study. Seventeen standardized

cortical sections were aligned from the posterior to the anterior

cortex to construct a ‘‘standardized cortical box’’ (Fig. 4B). To

generate the standardized map of a particular layer (10006340

pixels) (width and Bregma distances, respectively), the specific

layer fraction (10–30% for layer 2/3; 30–50% for layer 4; 50–75%

for layer 5; 75–100% for layer 6) was extracted from the

standardized cortical box (Fig. 4D) and compressed into a two-

dimensional map by averaging. Post hoc smoothing (spatial

averaging) was achieved using a moving window operator

(41641 pixels). To create average layer maps, the maps from

both hemispheres of all the animals were averaged. To create the

CV map, the CV (CV = SD/average6100 (%)) was calculated for

each pixel. When the average of a pixel was lower than 10%, the

corresponding pixel was covered with white in the CV map,

because the average near zero diverges the CV value into infinite.

Visualizations were carried out using Matlab 7.0 (Mathworks,

Natick, MA, USA).

We plan to open the source code of cortical box method on our

website. Researchers who are interested in using this method are

welcome to ask details of our method before the website opening.

Cortical layer and area identification
To determine the location of cortical layers and areas in the

standardized sections, we also applied essentially the same

procedure described above to a series of adjacent Nissl-stained

sections (17 sections for each animal). The local density of neurons

was expressed as a GLI, which indicates the pixel intensity of each

image [36–38]. To correct intersection differences in staining

intensity, the intensity was normalized for each section by linearly

adjusting the mean as 0% and mean +0.5 SD as 100 (%). To

reduce the artifact due to staining variance, the normalized pixel

values of every three adjacent standardized sections were averaged

to make one averaged standardized section. Each standardized

map was averaged to determine the average GLI (cytoarchitec-

tonic) distribution for all the animals. Cortical layers were

identified on the basis of the local peaks of the GLI layer profile

(Fig. 4C). The Nissl-standardized layer 4 map was constructed by

extracting layer 4 fraction (30–50%) from the standardized cortical

box (Fig. 4D). Because the primary sensory areas have higher cell

densities in layer 4 [8], the borders of these areas were delineated

by tracing the local highest rate of GLI changes on the layer 4

map. As a result, primary somatosensory (Parietal cortex, area1

(Par1)), auditory (Temporal cortex, area1 (Te1)), and visual

(Occipital cortex, area1 (Oc1)) areas were cytoarchitectonically

identified as the regions that had the highest cell densities.

Data analysis of standardized cortical map
Analyses of standardized cortical maps were performed using

Matlab and LabVIEW. For linear regression analysis, the

correlation coefficient and a p-value for testing the hypothesis of

no correlation between two images were calculated. For PCA, we

used 5 representative data sets from the standardized layer maps

(layer 4 for RORbeta, layers 4–5 for ER81, layers 5–6 for Nurr1)

shown in Fig. 6B. The other maps were excluded from this analysis

because they had no or very low signals. The standardized layer

maps were analyzed as a P x N matrix (row x column), where P is

the location number (P = 340,000 pixels (10006340 pixels)), and N
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is the number of layer maps (N = 5). Each column of this matrix

was normalized using the standard deviation of the data in that

column. The correlation matrix (340,0006340,000) was computed

using the normalized data set. PCA was used to determine the

eigenvalues and eigenvectors of the correlation matrix [65]. The

eigenvalue is the sample variance of the projected data points. The

components of the eigenvector are the cosines of the angles

between the original variable axis and the corresponding principal

axis. PCA seeks the order of determinants of a linear combination

of the original variables so that the variance of the resulting values

is maximum. The components of the eigenvectors provide the

coefficients that define the linear combination, while the resulting

scores are the projected points. The first two primary components

with SDs higher than those of standardized original images

(eigenvalues: PC1, c= 1.87; PC2, c= 1.50) are shown in Fig. 7A.

Nomenclature
For cortical regions other than Ect, the nomenclature followed

that of Palomero-Gallagher and Zilles [8]. This reference was

chosen because their definitions of cortical areas were partially

derived from the GLI analysis that was also employed in our study.

In some cases (Ect and DZ), the nomenclature was related to those

used in the stereotaxic atlas of Paxinos and Watson [49] because

not only is this a commonly used tool in neuroscience research for

the rat cortex, it is also consistent with our result.

Acknowledgments

We thank Dr. S Sakata for helpful discussion.

Author Contributions

Conceived and designed the experiments: JH AW TY. Performed the

experiments: JH AW SO. Analyzed the data: JH AW. Contributed

reagents/materials/analysis tools: JH AW. Wrote the paper: JH AW TY.

References

1. Brodmann K (1909) Vergleichende Lokalisationlehre der Grosshirnrinde.

Leipzig: Barth.

2. Felleman DJ, Van Essen DC (1991) Distributed hierarchical processing in the

primate cerebral cortex. Cereb Cortex 1: 1–47.

3. von Bonin G, Bailey P (1947) The neocortex of Macaca mulatta. Illinois

(Urbana): University of Illinois Press.

4. Hof PR, Nimchinsky EA, Morrison JH (1995) Neurochemical phenotype of

corticocortical connections in the macaque monkey: quantitative analysis of a

subset of neurofilament protein-immunoreactive projection neurons in frontal,

parietal, temporal, and cingulate cortices. J Comp Neurol 362: 109–133.

5. Pimenta AF, Zhukareva V, Barbe MF, Reinoso BS, Grimley C, et al. (1995) The

limbic system-associated membrane protein is an Ig superfamily member that

mediates selective neuronal growth and axon targeting. Neuron 15: 287–297.

6. Lidow MS, Goldman Rakic PS, Gallager DW, Geschwind DH, Rakic P (1989)

Distribution of major neurotransmitter receptors in the motor and somatosen-

sory cortex of the rhesus monkey. Neuroscience 32: 609–627.

7. Zilles K, Palomero-Gallagher N, Grefkes C, Scheperjans F, Boy C, et al. (2002)

Architectonics of the human cerebral cortex and transmitter receptor

fingerprints: reconciling functional neuroanatomy and neurochemistry. Eur

Neuropsychopharmacol 12: 587–599.

8. Palomero-Gallagher N, Zilles K (2004) The rat isocortex. In: Paxinos G, ed. The

Rat Nervous System. San Diego: Academic Press. pp 729–757.

9. Eickhoff SB, Schleicher A, Scheperjans F, Palomero-Gallagher N, Zilles K

(2007) Analysis of neurotransmitter receptor distribution patterns in the cerebral

cortex. Neuroimage 34: 1317–1330.

10. Weimann JM, Zhang YA, Levin ME, Devine WP, Brulet P, et al. (1999) Cortical

neurons require Otx1 for the refinement of exuberant axonal projections to

subcortical targets. Neuron 24: 819–831.

11. Rubenstein JL, Anderson S, Shi L, Miyashita Lin E, Bulfone A, et al. (1999)

Genetic control of cortical regionalization and connectivity. Cereb Cortex 9:

524–532.

12. Hatanaka Y, Jones EG (1999) Novel genes expressed in the developing medial

cortex. Cereb Cortex 9: 577–585.

13. Xing G, Zhang L, Zhang L, Heynen T, Li XL, et al. (1997) Rat nurr1 is

prominently expressed in perirhinal cortex, and differentially induced in the

hippocampal dentate gyrus by electroconvulsive vs. kindled seizures. Brain Res

Mol Brain Res 47: 251–261.

14. Schaeren Wiemers N, Andre E, Kapfhammer JP, Becker Andre M (1997) The

expression pattern of the orphan nuclear receptor RORbeta in the developing

and adult rat nervous system suggests a role in the processing of sensory

information and in circadian rhythm. Eur J Neurosci 9: 2687–2701.

15. Arimatsu Y, Ishida M, Sato M, Kojima M (1999) Corticocortical associative

neurons expressing latexin: specific cortical connectivity formed in vivo and in

vitro. Cereb Cortex 9: 569–576.

16. Liu Q, Dwyer ND, O’Leary DD (2000) Differential expression of COUP-TFI,

CHL1, and two novel genes in developing neocortex identified by differential

display PCR. J Neurosci 20: 7682–7690.

17. Tochitani S, Liang F, Watakabe A, Hashikawa T, Yamamori T (2001) The occ1

gene is preferentially expressed in the primary visual cortex in an activity-

dependent manner: a pattern of gene expression related to the cytoarchitectonic

area in adult macaque neocortex. Eur J Neurosci 13: 297–307.

18. Hevner RF, Shi L, Justice N, Hsueh Y, Sheng M, et al. (2001) Tbr1 regulates

differentiation of the preplate and layer 6. Neuron 29: 353–366.

19. Arimatsu Y, Ishida M, Kaneko T, Ichinose S, Omori A (2003) Organization and

development of corticocortical associative neurons expressing the orphan

nuclear receptor Nurr1. J Comp Neurol 466: 180–196.

20. Zhong Y, Takemoto M, Fukuda T, Hattori Y, Murakami F, et al. (2004)

Identification of the genes that are expressed in the upper layers of the

neocortex. Cereb Cortex 14: 1144–1152.

21. Komatsu Y, Watakabe A, Hashikawa T, Tochitani S, Yamamori T (2005)

Retinol-binding protein gene is highly expressed in higher-order association

areas of the primate neocortex. Cereb Cortex 15: 96–108.

22. Yoneshima H, Yamasaki S, Voelker CC, Molnar Z, Christophe E, et al. (2006)

Er81 is expressed in a subpopulation of layer 5 neurons in rodent and primate

neocortices. Neuroscience 137: 401–412.

23. Watakabe A, Ichinohe N, Ohsawa S, Hashikawa T, Komatsu Y, et al. (2007)

Comparative analysis of layer-specific genes in mammalian neocortex. Cereb

Cortex 17: 1918–1933.

24. Gray PA, Fu H, Luo P, Zhao Q, Yu J, et al. (2004) Mouse brain organization

revealed through direct genome-scale TF expression analysis. Science 306:

2255–2257.

25. Heintz N (2004) Gene expression nervous system atlas (GENSAT). Nat Neurosci

7: 483.

26. Visel A, Thaller C, Eichele G (2004) GenePaint.org: an atlas of gene expression

patterns in the mouse embryo. Nucleic Acids Res 32: D552–556.

27. Lein ES, Hawrylycz MJ, Ao N, Ayres M, Bensinger A, et al. (2006) Genome-

wide atlas of gene expression in the adult mouse brain. Nature 445: 168–176.

28. Rockel AJ, Hiorns RW, Powell TP (1980) The basic uniformity in structure of

the neocortex. Brain 103: 221–244.

29. Lund JS (1988) Anatomical organization of macaque monkey striate visual

cortex. Annu Rev Neurosci 11: 253–288.

30. Casagrande VA, Kaas JH (1994) In: Peters A, Rockland K, eds. Cerebral

Cortex, Volume 10: Primary Visual Cortex in Primates. New York: Plenum

Press. pp 201–259.

31. Hirokawa J, Bosch M, Sakata S, Sakurai Y, Yamamori T (2008) Functional role

of the secondary visual cortex in multisensory facilitation in rats. Neuroscience

153: 1402–1417.

32. Bjaalie JG (2002) Opinion: Localization in the brain: new solutions emerging.

Nat Rev Neurosci 3: 322–325.

33. MacKenzie Graham A, Lee EF, Dinov ID, Bota M, Shattuck DW, et al. (2004)

A multimodal, multidimensional atlas of the C57BL/6J mouse brain. J Anat

204: 93–102.

34. Nguyen PT, Holschneider DP, Maarek JM, Yang J, Mandelkern MA (2004)

Statistical parametric mapping applied to an autoradiographic study of cerebral

activation during treadmill walking in rats. Neuroimage 23: 252–259.

35. Gabbott PL, Warner TA, Jays PR, Salway P, Busby SJ (2005) Prefrontal cortex

in the rat: projections to subcortical autonomic, motor, and limbic centers.

J Comp Neurol 492: 145–177.

36. Zilles K, Zilles B, Schleicher A (1980) A quantitative approach to cytoarchi-

tectonics. VI. The areal pattern of the cortex of the albino rat. Anat Embryol

(Berl) 159: 335–360.

37. Schleicher A, Zilles K (1990) A quantitative approach to cytoarchitectonics:

analysis of structural inhomogeneities in nervous tissue using an image analyser.

J Microsc 157: 367–381.

38. Zilles K, Wree A, Schleicher A, Divac I (1984) The monocular and binocular

subfields of the rat’s primary visual cortex: a quantitative morphological

approach. J Comp Neurol 226: 391–402.

39. Paxinos G, Watson C (2005) The Rat Brain In Stereotaxic Coordinates (5th ed.).

San Diego: Academic Press.

40. Schleicher A, Amunts K, Geyer S, Morosan P, Zilles K (1999) Observer-

independent method for microstructural parcellation of cerebral cortex: A

quantitative approach to cytoarchitectonics. Neuroimage 9: 165–177.

ISH Profiling of Rat Cortex

PLoS ONE | www.plosone.org 12 September 2008 | Volume 3 | Issue 9 | e3266



41. Wada M, Yoshimi K, Higo N, Ren YR, Mochizuki H, et al. (2006) Statistical

parametric mapping of immunopositive cell density. Neurosci Res. 56: 96–102.
42. Schwarz AJ, Danckaert A, Reese T, Gozzi A, Paxinos G, et al. (2006) A

stereotaxic MRI template set for the rat brain with tissue class distribution maps

and co-registered anatomical atlas: application to pharmacological MRI.
Neuroimage 32: 538–550.

43. Van Essen DC, Drury HA, Joshi S, Miller MI (1998) Functional and structural
mapping of human cerebral cortex: solutions are in the surfaces. Proc Natl Acad

Sci U S A 95: 788–795.

44. Welker C (1976) Receptive fields of barrels in the somatosensory neocortex of
the rat. J Comp Neurol 166: 173–189.

45. Chapin JK, Sadeq M, Guise JL (1987) Corticocortical connections within the
primary somatosensory cortex of the rat. J Comp Neurol 263: 326–346.

46. Fabri M, Burton H (1991) Ipsilateral cortical connections of primary somatic
sensory cortex in rats. J Comp Neurol 311: 405–424.

47. Killackey HP, Sherman SM (2003) Corticothalamic projections from the rat

primary somatosensory cortex. J Neurosci. 23: 7381–7384.
48. Arnault P, Roger M (1990) Ventral temporal cortex in the rat: connections of

secondary auditory areas Te2 and Te3. J Comp Neurol 302: 110–123.
49. Paxinos G, Watson C (1997) The Rat Brain in Stereotaxic Coordinates (3rd ed.).

Sydney: Academic Press.

50. Swanson L (2004) Brain maps: structure of the rat brain (3rd ed.). Amsterdam:
Elsevier Academic Press.

51. Geyer S, Matelli M, Luppino G, Schleicher A, Jansen Y, et al. (1998) Receptor
autoradiographic mapping of the mesial motor and premotor cortex of the

macaque monkey. J Comp Neurol 397: 231–250.
52. Livingstone MS, Hubel DH (1982) Thalamic inputs to cytochrome oxidase-rich

regions in monkey visual cortex. Proc Natl Acad Sci U S A 79: 6098–6101.

53. Ding Y, Casagrande VA (1998) Synaptic and neurochemical characterization of
parallel pathways to the cytochrome oxidase blobs of primate visual cortex.

J Comp Neurol 391: 429–443.

54. Wong Riley M (1979) Changes in the visual system of monocularly sutured or

enucleated cats demonstrable with cytochrome oxidase histochemistry. Brain

Res 171: 11–28.

55. Wong Riley MT, Welt C (1980) Histochemical changes in cytochrome oxidase

of cortical barrels after vibrissal removal in neonatal and adult mice. Proc Natl

Acad Sci U S A 77: 2333–2337.

56. Dragunow M (1996) A role for immediate-early transcription factors in learning

and memory. Behav Genet 26: 293–299.

57. Mataga N, Fujishima S, Condie BG, Hensch TK (2001) Experience-dependent

plasticity of mouse visual cortex in the absence of the neuronal activity-

dependent marker egr1/zif268. J Neurosci 21: 9724–9732.

58. Sur M, Rubenstein JL (2005) Patterning and plasticity of the cerebral cortex.

Science 310: 805–810.

59. Lu SM, Lin RC (1993) Thalamic afferents of the rat barrel cortex: a light- and

electron-microscopic study using Phaseolus vulgaris leucoagglutinin as an

anterograde tracer. Somatosens Mot Res 10: 1–16.

60. Pierret T, Lavallee P, Deschenes M (2000) Parallel streams for the relay of

vibrissal information through thalamic barreloids. J Neurosci 20: 7455–7462.

61. Douglas RJ, Martin KA (2004) Neuronal circuits of the neocortex. Annu Rev

Neurosci 27: 419–451.

62. Bishop KM, Goudreau G, O’Leary DD (2000) Regulation of area identity in the

mammalian neocortex by Emx2 and Pax6. Science 288: 344–349.

63. Bayer SA, Altman J (1991) Neocortical development. New York: Raven Press.

64. Liang F, Hatanaka Y, Saito H, Yamamori T, Hashikawa T (2000) Differential

expression of gamma-aminobutyric acid type B receptor-1a and -1b mRNA

variants in GABA and non-GABAergic neurons of the rat brain. J Comp Neurol

416: 475–495.

65. Briggman KL, Abarbanel HD, Kristan WB Jr (2005) Optical imaging of

neuronal populations during decision-making. Science 307: 896–901.

ISH Profiling of Rat Cortex

PLoS ONE | www.plosone.org 13 September 2008 | Volume 3 | Issue 9 | e3266


