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During eukaryotic cellular protein synthesis, ribosomal translation is made

more efficient through interaction between the two ends of the messenger

RNA (mRNA). Ribosomes reaching the 30 end of the mRNA can thus recycle

and begin translation again on the same mRNA, the so-called ‘closed-loop’

model. Using a driven diffusion lattice model of translation, we study the effects

of ribosome recycling on the dynamics of ribosome flow and density on the

mRNA. We show that ribosome recycling induces a substantial increase in ribo-

some current. Furthermore, for sufficiently large values of the recycling rate, the

lattice does not transition directly from low to high ribosome density, as seen in

lattice models without recycling. Instead, a maximal current phase becomes

accessible for much lower values of the initiation rate, and multiple phase tran-

sitions occur over a wide region of the phase plane. Crucially, we show that in

the presence of ribosome recycling, mRNAs can exhibit a peak in protein pro-

duction at low values of the initiation rate, beyond which translation rate

decreases. This has important implications for translation of certain mRNAs,

suggesting that there is an optimal concentration of ribosomes at which protein

synthesis is maximal, and beyond which translational efficiency is impaired.
1. Introduction
In this paper, we investigate the effects of recycling on eukaryotic protein synthesis

by means of a mathematical model of translation that incorporates ribosome recy-

cling. This is motivated by the ‘closed-loop’ model of translation, in which

ribosomal translation is made more efficient through interactions between the

two ends of the messenger RNA (mRNA) [1]. Ribosomes are large molecular

machines that translate the mRNA nucleotide chain to produce the encoded

protein. Translating ribosomes transit the mRNA in three-nucleotide steps. Each

triplet is termed a codon, which specifies a particular amino acid [2]. Amino

acids are brought to the ribosome while covalently attached to diffusing molecules

called transfer RNAs (tRNAs). The mRNA ends can interact to circularize the tran-

script, supporting the recycling of terminating ribosomes back onto the same

mRNA to commence another round of translation. Recent experimental results

[3,4] suggest that this may be assisted by a highly conserved recycling factor,

Rli1p (also known in mammalian systems as ABCE1), that both binds to release

factors on terminating ribosomes and interacts with initiation factors to form the

preinitiation complex (figure 1). Here, we show that this positive feedback mech-

anism has important consequences for the physics of transport of ribosomes along

the mRNA, and on protein production rates under differing growth conditions.

Several previous approaches have taken into consideration the modelling of

ribosome recycling [11–14], where the process has been treated mainly as pas-

sive diffusion. Essentially, in those models ribosomes are assumed to dissociate

from the mRNA at the stop codon and enter the cytoplasmic pool. Owing to the

proximity of the 50 and 30 ends of the mRNA, the local concentration of ribo-

somes close to the 50 end is increased, thereby also increasing the initiation
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Figure 1. The sequence of events in ribosome recycling. (a) After stop-codon
recognition and the 2-nucleotide toeprint shift of the ribosome, eRF3
detaches and leaves eRF1 bound to the ribosome, exposing the Rli1p binding
site. (b) Rli1p binds and instigates detachment of the 60S subunit and release
of the polypeptide chain. The Rli1p – eRF1 complex binds eIF3, which in turn
recruits further initiation factors 1, 1A and 5 (not shown) to form the pre-
initiation complex. (c) The 40S subunit dissociates from the mRNA, and
through direct interactions between eIF3 and the eIF4G component of the
cap complex (eIF4F), the preinitiation complex can be recruited by the cap
to begin translation again [5 – 10]. (Online version in colour.)
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rate. However, there is experimental evidence that ribosome

recycling is a more active process, with ribosomes directly

passed from the 30 to the 50 end of the mRNA by specific

translation factor interactions involving Rli1p [5–10,15,16].

Notably, depletion of Rli1p has been shown to substantially

reduce gene expression in a reporter transcript in a manner

that is consistent with an initiation defect [6], demonstrating

its vital role in this stage of translation.

The proposed sequence of events is shown schematically in

figure 1. The 30 end of a eukaryotic mRNA contains a stretch of

adenosine monophosphates, called the poly(A) tail, important

for mRNA stability [17]. In turn, the 50 end of the mRNA con-

sists of the chemically altered guanosine (termed m7G, or cap),

which also plays a crucial role in mRNA stability. The

initiation factor eIF4G binds to the cap, and additionally, it

interacts with proteins bound to the 30 poly(A) tail of the

mRNA, called poly(A)-binding proteins (Pabps), forming a

‘bridge’ between the cap and tail. When a ribosome reaches
the stop codon, the release factor complex (eRF1–eRF3)

binds to it, and the ribosome translocates two nucleotides

downstream [18] (figure 1a). eRF3 then detaches from eRF1,

exposing the Rli1p binding site on eRF1 [15,16] and hence

allowing Rli1p to bind to eRF1. Then the 60S ribosomal sub-

unit dissociates, leaving the ribosomal 40S subunit bound to

the mRNA in a complex with eRF1 and Rli1p (figure 1b).

Initiation factors eIF1, 1A and 3 are subsequently required in

order to fully dissociate the 40S subunit from the mRNA [5],

forming the preinitiation complex in concert with eIF5 in the

process. The Rli1p–eRF1 complex interacts with eIF3

[6,7,9,10,16], which in turn interacts with eIF4G, as part of

the mRNA cap-binding complex, in order to recruit the 40S

subunit to the mRNA (figure 1c). There is strong experimental

evidence for a direct interaction between eIF3, in particular a

subunit of the protein complex called HCR1, and Rli1p.

Indeed, eIF3 forms complexes with Rli1p, and to a lesser

extent the release factors, even in the absence of ribosomes

and mRNA [16]. Furthermore, both eIF3 and Hcr1p are pre-

sent on terminating ribosomes [16]. The interaction between

Rli1p and eIF3, therefore, can mediate direct ribosome pro-

gression from termination to 50 untranslated region (UTR)

scanning. Hence, a terminating ribosome can start a new

round of translation on the same mRNA, in addition to cyto-

plasmic ribosomes which initiate de novo. As such, in our

model we treat diffusive initiation as equivalent to de novo

initiation and distinguish this from the active recruitment of

terminating ribosomes.

In order to model the fact that ribosomes can progress

directly from termination to initiation of a new round of

translation, we introduce particle recycling into the totally

asymmetric simple exclusion process (TASEP), a paradig-

matic model of non-equilibrium statistical physics [19–21].

The TASEP has been used to model a large variety of natural

and artificial transport systems [22–25]. It was originally

introduced to describe translation [26], and in this particular

context, it has been intensively studied and extended in the

last decade [12,27–31]. In its simplest version, it consists of

a one-dimensional lattice consisting of a number of N sites.

Particles enter on the left-hand side with rate a, move along

the lattice with rate k and exit on the right-hand side with

rate b. Particles are excluded from hopping into an occupied

site. The relative values of a, b and k give rise to characteristic

mean particle densities, r (number of particles per unit lattice

length), and current, J (number of particles passing through a

site per unit time), which determine the phases that the

system is in: low density (LD), if a , b and a , k/2; high

density (HD), if a . b and b , k/2; shock phase (SP), if

a ¼ b and both a, b , k/2; or maximal current (MC), if

both a and b are larger than k/2. The LD phase is character-

ized by restricted initiation and few particles making it onto

the lattice. In the limit of an infinitely long lattice, the current

and density are described by JLD¼ a(1 2 a/k) and rLD¼ a/k,

respectively. In the HD phase, particles are restricted from

leaving the lattice, leading to queuing, with JHD¼ b(1 2 b/k)

and rHD ¼ 1 2 b/k. The SP is characterized by a coexistence

of both LD and HD in the lattice, with the domain wall

between both performing a diffusive motion [32]. Finally,

the MC phase is restricted only by the internal hopping rate

k. The particle density is optimized to allow the maximal par-

ticle current that the lattice can achieve, with JMC ¼ k=4 and

rMC ¼ 1=2 [20]. There is a phase transition of first order

between the LD and HD phases (note that there is a
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Figure 2. Model of translation with ribosome recycling. Ribosomes are rep-
resented by circles and the mRNA is represented by the pseudo-circular
lattice. Ribosomes bind the mRNA with a rate a, and hop from site i to
site i þ 1 with rate ki. If the first site of the lattice is unoccupied, a termi-
nating ribosome can move into this site with rate g and restart translation
along the mRNA. It remains the case that the terminating ribosome can also
detach from the mRNA with rate b and re-enter the reservoir. As such, there
are two potential means of ribosomes exiting the mRNA. (Online version
in colour.)
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discontinuity in the average particle density r, as well as

in the first derivative of the current J ), whereas the phase

transition between LD and MC is of second order.

In the context of translation, the lattice corresponds to the

mRNA, and the sites represent the codons. Ribosomes are

represented by extended particles [27] given their footprint

of approximately nine codons [33]. The rate a represents

the rate at which ribosomes start translation of the mRNA,

and it depends on several factors such as ribosomal and

initiation factor availability, and potential secondary struc-

tures in the 50 end of the mRNA. The rate b represents the

rate at which ribosomes unbind the mRNA at the 30 end,

and each codon is assigned a different hopping rate ki, depen-

dent on the availability of its cognate tRNA. The current of

particles J corresponds to the translation rate, and the density

of particles represents the average number of ribosomes

bound on a mRNA divided by the mRNA length. In a

genome-wide analysis of Saccharomyces cerevisiae, it has been

shown that mRNAs can be divided into two main classes,

depending on whether they exhibit a LD–HD-like (abrupt)

transition as the initiation rate a increases, or in contrast, a

LD–MC-like (smooth) transition [28,34]. This relates to the con-

figuration of codons used by the mRNA, with abrupt sequences

mainly presenting a slow codon, or cluster of slow codons, far

from the 50 end, whereas smooth sequences predominantly have

slow codons close to the 50 end or almost no slow codons at all.

Importantly, the biological function of the encoded proteins

significantly correlates with the type of transition given by

their codon configuration. Like this, mRNAs mainly encoding

regulatory and cell-cycle-related proteins are significantly

enriched within the abrupt type of sequences, whereas proteins

mainly involved in translation and ribosomal proteins are

overrepresented in the smooth type of sequences [34].

In this paper, we introduce particle recycling into the

TASEP to analyse the effects of ribosome recycling on trans-

lation. To model the fact that ribosomes can progress directly

from termination to initiation mediated by Rli1p, we allow par-

ticles to either initiate again at the beginning of the lattice with

rate g, on the condition that the first site of the lattice is empty,

or detach from the lattice with rate b. We show that particle

recycling gives rise to a drastic increase in the current of par-

ticles, and hence the rate of protein production, as well as

producing substantial changes in the phases describing the

ribosome traffic. We find that for sufficiently large values of

the recycling rate, the coexistence line between LD and HD

phases disappears, disabling direct LD to HD transitions.

Moreover, the inclusion of recycling leads to the occurrence

of multiple phase transitions for a wide region of the phase dia-

gram, and an extended MC regime on the phase plane,

allowing lattices with low rates of initiation to optimize their

translation rate. Remarkably, for lattices undergoing first-

order phase transitions from LD to HD phases, the current of

particles versus the initiation rate peaks at the point of tran-

sition, before decreasing in the HD regime. This apparently

counterintuitive result suggests that for mRNAs subject to a

LD to HD-like transition (e.g. those encoding mainly regulat-

ory proteins [34]), there is an optimal cytoplasmic ribosome

concentration at which the translation rate is maximal, and

increasing the availability of ribosomes beyond this will in

fact lead to impaired translation. Our analysis suggests that

those sequences might reach the peak in their translation rate

under any stress condition that limits the supply of ribosomes

and, thus, the de novo initiation rate.
2. Active ribosome recycling model
As mentioned in the Introduction, terminating ribosomes can

progress directly to initiation of a new round of translation

on the same mRNA, mediated by the recycling factor Rli1p.

Hence, we modify the original TASEP translation model by

allowing particles to either exit the final site of the lattice

with rate b, or rejoin the first site (if unoccupied), with rate g,

creating a superposition of open and periodic boundary con-

ditions (figure 2). In the context of translation, site N 2 1

corresponds to the mRNA stop codon, and site N takes into

account the extra ribosomal translocation reaction that follows

binding of the release factor complex (eRF1–eRF3) and release

of the completed polypeptide [18]. Then, at site N, Rli1p is

bound, the 60S subunit dissociates, and a complex of initiation

factors binds to the 40S subunit to form the preinitiation com-

plex (figure 1). The preinitiation complex can then be recruited

to the mRNA cap with rate g (if there is no steric hindrance

from another complex currently initiating), or alternatively, it

can be released to the cytoplasm with rate b. The rate a remains

as the de novo initiation rate. As in the original TASEP, we first

consider single-site particles on a homogeneous lattice, i.e. the

hopping rates ki ¼ k 8i (in §5, we consider extended particles

and the hopping rates ki to be proportional to their cognate

tRNA abundances). We define the occupation number ni(t)
of site i as being 0 if empty and 1 otherwise. Then, taking the

time average ri ¼ kni(t)l, we can write the following mean

field equations (i.e. we neglect correlations between sites) for

the average occupation times:

dr1

dt
¼ a(1� r1)þ grN(1� r1)� kr1(1� r2),

dri

dt
¼ kri�1(1� ri)� kri(1� riþ1)

and
drN

dt
¼ krN�1(1� rN)� brN � grN(1� r1),

where i ¼ 2, . . . ,N 2 1. Note that the average

(1=N)
P

i ¼ (1=N)ri gives the mean particle density r, i.e. the

average number of particles per lattice. From these equations,
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we derive general expressions for effective initiation and

termination rates

aeff ¼ aþ grN (2:1)

and

beff ¼ bþ g(1� r1), (2:2)

so that with aeff and beff, we recover the set of mean field

equations for the original TASEP [20].

Then, by substituting the mean field expressions for r1

and rN [20], we derive analytical expressions for aeff and

beff for each of the phases, as well as for the current and

mean particle density (we use calligraphic symbols to dis-

tinguish them from the original TASEP). In the following,

we consider k ¼ 1 for the sake of simplicity.

2.1. Low density
By substituting r1 ¼ aeff and rN ¼ aeff(1� aeff)=beff in

equations (2.1) and (2.2), we obtain

aeff ¼
a(bþ g)

bþ ag
(2:3)

and

beff ¼ bþ g 1� a(bþ g)

bþ ag

� �
: (2:4)

Then, knowing that J LD ¼ aeff(1� aeff) and rLD¼ aeff, we get

J LD ¼
ab(bþ g)(1� a)

(bþ ag)2
(2:5)

and

rLD ¼
a(bþ g)

bþ ag
: (2:6)

2.2. High density
Following the same procedure as detailed in §2.1, we substitute

r1 ¼ 1� (beff(1� beff))=aeff and rN ¼ 1 2 beff in equations (2.1)

and (2.2) and obtain

aeff ¼ aþ g 1� b(aþ g)

aþ gb

� �
(2:7)

and

beff ¼
b(aþ g)

aþ gb
: (2:8)

Then, by substituting these expressions in JHD ¼ beff

(1� beff) and rHD ¼ 1 2 beff, one gets

JHD ¼
ab(aþ g)(1� b)

(aþ gb)2
(2:9)

and

rHD ¼ 1� b(aþ g)

aþ gb
: (2:10)

2.3. Maximal current
By substituting r1 ¼ 1� (1=4aeff) and rN ¼ 1=4beff in

equations (2.1) and (2.2), we obtain

aeff ¼ aþ g
1

2(bþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b(bþ g=a)

p
)

 !
, (2:11)
beff ¼
1

2
bþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b bþ g

a

� �r� �
, (2:12)

JMC ¼
1

4
(2:13)

and rMC ¼
1

2
: (2:14)

As expected from equations (2.1) and (2.2), the

expressions for the effective entry and exit rates depend on

the specific phases, and one recovers the original open

boundaries TASEP results by setting the recycling rate g ¼

0. The most striking effect, however, is that due to particle

recycling, the current in the HD regime JHD (equation

(2.9)) decreases monotonically as the de novo initiation rate

a increases, as opposed to the constant value JHD. We discuss

this effect in more detail in §4.
3. Phase diagram
We now derive the phase diagram boundaries by substituting

the obtained values for aeff and beff in the conditions defining

each phase (§2). The LD phase occurs if aeff , beff and

aeff , 1=2. Hence, by substituting equations (2.3) and (2.4)

in these inequalities, we obtain

a ,

b if 2bþ g , 1,
b

2bþ g
otherwise:

8<
:

The HD phase occurs when beff , aeff and beff , 1=2. By sub-

stituting equations (2.7) and (2.8) in these inequalities,

we find

a .

b if 2aþ g , 1,
gb

1� 2b
if b ,

1

2

:

8<
:

Finally, the conditions for the MC phase areaeff, beff . 1=2.

Hence, we substitute equations (2.11) and (2.12) and we obtain

a

2aþ g
,

b ,
ag

1� 2a
if a ,

1

2
,

b otherwise:

8<
:

Hence, we find that the boundary lines delineating the three

phases converge at the point a ¼ b ¼ (1� g)=2, if g � 1.

The thus derived phase diagram is shown in figure 3a. For

g ¼ 0, we recover the TASEP phase diagram, as expected

(black solid line). Then, as g increases, the MC phase is

extended at the expense of the LD and HD phases. This has

important consequences for translation, making the optimal

protein production phase accessible to mRNAs for much

lower values of the initiation rate a compared with a

system without ribosome recycling. Figure 3b shows the

results from the numerical simulations for the average

density in a lattice of size N ¼ 1000 sites and recycling rate

g ¼ 0.8. The numerical simulations were obtained by apply-

ing the Gillespie algorithm [35], with a transient time

period of 1 � 105 s (during which no results were recorded

in order to allow the system to reach steady state) and a

total integration time of 1 � 106 s. A comparison of figure

3a,b reveals a good agreement between the numerical and

analytical results across the entire phase diagram.
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4. Transitions
It is important to study how the current and density of par-

ticles, corresponding to the translation rate and ribosome

density on the mRNA, respectively, change with the de

novo initiation rate a. This allows us to predict how changes

in the ribosome availability, strongly influenced by the exter-

nal environment of the cell, will affect the translation rate

of different mRNAs. From the expressions obtained for

the boundaries between the phases in §3, one can see that if

g , 1, then by fixing the exit rateb and varyinga systematically,

we can undergo (i) a LD–HD transition if b , (1� g)=2, (ii) a

multiple LD–MC–HD transition if (1� g)=2 , b , 1=2, and

(iii) a LD–MC transition ifb . 1=2. Importantly, if the recycling

rate g . 1, the SP or coexistence line disappears, and there is no

direct LD–HD transition.

We therefore consider three different values of b, corre-

sponding to three possible transition scenarios in the phase

diagram (LD! HD, LD!MC! HD, and LD!MC), and

show how these transitions are influenced by the value of the

recycling rate g. Figure 4a shows the current, and 4b the average

density, versus the de novo initiation rate a for a lattice under-

going a LD–HD transition for different values of g. The

current J increases substantially as a consequence of particle

recycling. Within the LD phase, the current increases much

more rapidly than in the original TASEP (compare the dotted

blue and dashed green lines with the solid red line). Remark-

ably, the current then shows a very pronounced maximum at

the LD–HD transition, and it decreases monotonically in the

HD phase, eventually converging to the value JHD of the original

TASEP when a! 1. Hence, in the HD phase, higher particle

availability in the reservoir for de novo initiation leads to smaller

values of the current. This result, which might appear counter-

intuitive at first, can be understood by considering the general

expression of aeff and beff (equations (2.1) and (2.2)); within the

HD phase, aeff keeps increasing with a, leading to a substantial

increase in the value of r1. As a consequence, the value of beff

decreases, and since JHD is determined by beff, JHD decreases

with increasing de novo initiation. Figure 5 shows the number

of initiation events per unit time due to recycled particles

and due to de novo initiation separately versus the initiation

rate a. The peak in initiation due to recycled particles occurs at

the same value of a as the peak in current, i.e. at the LD–HD
transition point (compare to figure 4a). As a increases beyond

that point, the initiation of recycled particles decreases, until de

novo initiation becomes the dominant entry mechanism.

Figure 4b provides a different way of seeing the same effect;

the average density r is higher within the LD phase (where

a , b , (1� g)=2, and in this simulation, when a , 0.1) and

smaller within the HD phase compared with the non-recycling

TASEP, thereby leading to a more efficient particle current.

Also note that consequently, the size of the discontinuity in

the average density at the LD–HD transition decreases with

increasing g.

Figure 4c,d show the particle current and average density,

respectively, for a lattice that transitions across all three

LD–MC–HD phase regimes (b ¼ 0.3) for g ¼ 0.6 (dashed

green line) and g ¼ 0.8 (dotted blue line). For comparison,

g ¼ 0 is also shown (solid red line), which exhibits a LD–HD

transition. Note that the current J and average density r exhi-

bit a plateau as a function of the initiation rate for the interval of

a during which the lattice is in the MC phase. The width of this

plateau is given by 2b2(gþ 1)þ b(g2 � 1)=(1� 2b)(2bþ g),

i.e. it tends to 1 as b! 1/2.

In figure 4d, a slight disagreement between the mean-field

predicted average density and the numerical results can be

observed, especially as the MC phase is crossed. This is

not unexpected, given the enhanced correlations within the

MC phase due to recycling. This deviation, however,

decreases as the lattice size is increased (see the electronic

supplementary material, figure S1).

Finally, lattices undergoing a LD–MC transition show a

smooth transition from the LD phase to saturation in the MC

phase, as expected (figure 4e,f, for b ¼ 0.8). As g increases

from 0.0 (solid red line) to 0.8 (dotted blue line), the transition

to the MC phase occurs at lower values of a. This is expected

from the analytical expressions obtained for the boundaries

in §3, where the MC phase was seen to expand across the

phase plane with increasing values of g.
5. Application to the Saccharomyces cerevisiae
translation system

To assess the relevance of these results to the process of

protein synthesis, we apply our model to three different
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Figure 4. LD – HD transition: (a) current J and (b) average density r for b ¼ 0.05, g ¼ 0.0 (solid red), g ¼ 0.6 (dashed green) and g ¼ 0.8 (dotted blue).
Inset (b): a closer view of the discontinuity in r. LD – MC – HD transition: (c) current J and (d ) average density r for b ¼ 0.3, g ¼ 0.0 (solid red), g ¼ 0.6
(dashed green) and g ¼ 0.8 (dotted blue). The current in (c) for g ¼ 0.6 and g ¼ 0.8 shows a long plateau followed by a slow decay. The transition for g ¼ 0.0
crosses the LD – HD phase boundary and accordingly, the MC phase is not entered. LD – MC transition: (e) current J and ( f ) average density r for b ¼ 0.8, g ¼
0.0 (solid red), g ¼ 0.1 (dashed green) and g ¼ 0.8 (dotted blue). All simulations were done for a lattice of size N ¼ 1000. The lines show the analytical results
obtained with the mean field approach and the points show the simulation results. The bars show the standard deviation calculated in 100 windows of 5000 s.
(Online version in colour.)

rsif.royalsocietypublishing.org
J.R.Soc.Interface

11:20140589

6

representative mRNA sequences of the model organism

S. cerevisiae. As opposed to the homogeneous lattice considered

above, the hopping rates now depend on the site i of the lattice,

each representing a codon (the derivation of these rates can be

found in the electronic supplementary material, S1). These

rates ki can be estimated by means of the abundances of the cor-

responding tRNAs [34]. Owing to the large variability in

concentrations of different tRNAs, some codons are translated

much faster than others; both our own work and that of others

has shown that the rate of translation elongation is strongly

influenced by tRNA availability [36–39], possibly in order to

pause translation and permit protein folding [39,40]. There is

evidence for a similar effect in other organisms including

Caenorhabditis elegans [41], Escherichia coli [40,42,43] and Mus
musculus embryos [44]. The first sequence, CKS1, is a cyclin-

dependent protein kinase regulatory subunit, which plays a

key role in the transitions between different cell cycle phases.

CKS1 presents a long stretch of slowly translated glutamine

codons close to the 30 end of the mRNA. Therefore, as the

initiation rate a increases, it is expected to exhibit a LD–HD-

like transition. To be as realistic as possible, the footprint of

the ribosomes was taken into account by considering particles

of size nine codons [33], and the 50 UTR was also considered,

being scanned at rate 3 s21 [45]. Moreover, the hopping rate

kN21 ¼ 18.03 s21, corresponding to peptide release, was esti-

mated based on the concentration of the release factors, the

termination rate b ¼ 0.01 s21 was estimated based on in vitro
experimental results [15], and the recycling rate g ¼ 0.8 s21
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was estimated from the concentration of the recycling factor

Rli1p in S. cerevisiae, chosen as the rate determinant as it is in

substantially lower abundance than eIF3 [46]. These par-

ameters are maintained in all simulations presented. In order

to avoid over-complication, we do not explicitly model every

biochemical step. Rather, the rates g and a both condense

several steps that influence ribosome recruitment of the

mRNA in S. cerevisiae such as secondary structures or avail-

ability of cap-bound initiation factors. Figure 6a shows how

the predicted protein production rate for CKS1 depends

on the de novo initiation rate a. It is apparent that this

sequence undergoes a LD–HD-like transition analogous to

the one shown in figure 4a, exhibiting a maximum. Importan-

tly, the maximum in the current occurs at the initiation rate

a ¼ 0.015 s21, which is below our estimated average physiologi-

cal initiation rate af ¼ 0.21 s21, from genome-wide simulations

in combination with polysome size data from [47], analogously

to [34]. Therefore, that indicates that mRNAs which undergo

LD–HD-like or abrupt transitions [28,34] can reach their maxi-

mal protein synthesis rate at values of a lower than the

physiological value. Interestingly, in the genome-wide study

presented in [34], mRNAs mainly involved in transcriptional

regulation and the cell cycle were significantly overrepresented

in the abrupt, LD–HD-like category. Hence, the maximum in

the current induced by ribosome recycling might constitute a

cellular translational control mechanism that induces more effi-

cient protein production when the availability of ribosome and

initiation factors is restricted, for instance during environmental

stress or nutrient restriction.

In order to eliminate the possibility that this behaviour is an

artefact of the selected parameters and to show that it is due to the

stretch of slow codons close to the 30 end of CKS1, the stretch of

slow codons was ‘mutated’ to more rapidly translated synon-

ymous codons (i.e. coding for the same amino acid). Indeed, in

this case the mutated cks1 sequence exhibits a smooth or LD–

MC-like transition (electronic supplementary material, figure S2).

Our second sequence, ERV46 (involved in membrane fusion),

has several well-spaced slow codons and shows an intermediate

transition of the type LD–MC–HD, with the maximal plateau

sitting well within the band of physiological values of a

(figure 6b). This saturation plateau would allow these proteins
to be produced at a steady rate, buffered from small changes

in ribosomal availability within a certain range of a values.

Moreover, the glycolytic enzyme PGK1—an mRNA sequence

identified as undergoing a smooth, LD–MC-like transition

[34]—was also simulated; the smooth transition is conserved in

the presence of ribosome recycling (figure 6c). Taken together,

these results indicate that recycling offers another layer of control

and optimization of protein production, fine-tuning the rate of

production in the face of changing ribosomal availability.
6. Discussion
We have proposed a new model that takes into account par-

ticle recycling in a driven diffusion lattice to study the effect

of ribosome recycling in the biological process of translation.

This is motivated by experimental evidence that suggests that

ribosomes can pass directly from termination to the mRNA

cap, via the recycling factor Rli1p. By modelling the recycling

process on a homogeneous lattice with single-site particles,

we have derived analytical expressions for the particle cur-

rent, J , and density, r, on the lattice, analogous to the

protein production rate and ribosome density on a mRNA

(§2). The output of numerical simulations is in very good

agreement with the analytical expressions (figures 3 and 4).

Remarkably, for lattices undergoing LD to HD transitions,

the current versus the de novo initiation rate a exhibits a pro-

nounced maximum at the interface between both phases.

Furthermore, within the HD phase, the current decreases with

increasing initiation rate. This result seems counterintuitive at

first, because it means that the higher the availability of ribo-

somes, the smaller the translation rate. However, this effect

can be understood by noting that as the de novo initiation

rate a increases, the proportion of recycling initiation events

vanishes, eventually converging to the regime in the absence

of recycling, namely, the original TASEP (figure 5). Further-

more, we have shown that, apart from the expected increase

in the current of the system, the phase diagram changes sub-

stantially: the MC phase is considerably extended, so that it is

accessible from much lower values of the initiation rate;

multiple phase transitions are possible in a wide region of the

phase plane; and the coexistence line between the LD and HD

phases vanishes if the recycling rate becomes sufficiently

large (g � 1 in the homogeneous case).

The model was applied to real sequences from the budding

yeast S. cerevisiae and the three main types of phase transition

were observed: LD–HD-like, LD–MC–HD-like and LD–

MC-like. Following the findings in [34] that regulatory proteins

are overrepresented in the abrupt transition category, we simu-

lated the sequence for CKS1, involved in regulation of cell cycle

transitions, and with a stretch of slowly translated glutamine

codons towards the end of the transcript acting to reduce the

effective termination rate. The result of this simulation con-

firmed CKS1 as undergoing an abrupt transition from the LD

to HD phase. Furthermore, as seen in the analytical plots

of J in §2, the current was observed to peak at the point of

phase transition, followed by a subsequent decrease in the

HD phase. The peak occurs at a value of the initiation rate a

that is lower than the predicted physiological value. This has

important consequences for protein synthesis, suggesting

that ribosome recycling provides the cell with an additional

control mechanism to optimize production of regulatory
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proteins upon environmental stress or nutrient depletion,

when ribosomes are depleted.

The sequence for ERV46, involved in membrane fusion,

demonstrated a LD–MC–HD-like transition. There is a defined

plateau in the current, J , indicating that the protein synthesis

rate is saturated for a range of de novo initiation rates. This sat-

uration plateau could buffer the rate of protein production from

small changes in ribosomal availability, ensuring a steady

supply of ERV46 within a defined band of a values. Taking

these results together, they signal that ribosome recycling

could offer the cell a further layer of regulation of gene

expression, with the ability to fine-tune protein production in

synergy with cellular ribosomal concentration.

Molecular biology experiments involving mutants of the

recycling factor Rli1p in S. cerevisiae are being designed at

the moment to validate the model’s predictions. It has been
shown that depletion of this factor substantially reduces

expression of a reporter gene [6] and overexpression rescues

the growth rate in hcr1D strains [16]; we are combining the

mutation of Rli1p with changes in the de novo initiation

rate to investigate the effect on protein synthesis and ribo-

some density on the mRNA. Additional work is planned to

study the effects of competition for ribosomes among a popu-

lation of ribosome-recycling mRNAs, as well as effects of the

ribosome mechano-chemical cycle [29] on recycling.
Acknowledgement. The authors thank R. Allen, L. Ciandrini, B. Gorgoni
and P. Greulich for very helpful discussions and careful reading of
the manuscript.

Funding statement. The authors thank BBSRC (BB/F00513/X1, BB/
I020926/1 and DTG) and SULSA for funding.
References
1. Amrani N, Ghosh S, Mangus DA, Jacobson A. 2008
Translation factors promote the formation of two
states of the closed-loop mRNP. Nature 453,
1276 – 1280. (doi:10.1038/nature06974)

2. Alberts B, Johnson A, Lewis J, Raff M, Roberts K,
Walter P. 2008 Molecular biology of the cell, 5th
edn. New York, NY: Garland Science.

3. Barthelme D, Dinkelaker S, Albers S-V, Londei P,
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