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Abstract

Aims Cardiovascular diseases (CVDs) are the leading cause of mortality worldwide. Cardiac image and mesh are two primary 
modalities to present the shape and structure of the heart and have been demonstrated to be efficient in CVD prediction 
and diagnosis. However, previous research has been generally focussed on a single modality (image or mesh), and few of 
them have tried to jointly consider the image and mesh representations of heart. To obtain efficient and explainable bio
markers for CVD prediction and diagnosis, it is needed to jointly consider both representations.

Methods 
and results

We design a novel multi-channel variational auto-encoder, mesh-image variational auto-encoder, to learn joint representa
tion of paired mesh and image. After training, the shape-aware image representation (SAIR) can be learned directly from the 
raw images and applied for further CVD prediction and diagnosis. We demonstrate our method on data from UK Biobank 
study and two other datasets via extensive experiments. In acute myocardial infarction prediction, SAIR achieves 81.43% 
accuracy, significantly higher than traditional biomarkers like metadata and clinical indices (left ventricle and right ventricle 
clinical indices of cardiac function like chamber volume, mass, and ejection fraction).

Conclusion Our mesh-image variational auto-encoder provides a novel approach for 3D cardiac mesh reconstruction from images. The 
extraction of SAIR is fast and without need of segmentation masks, and its focussing can be visualized in the corresponding 
cardiac meshes. SAIR archives better performance than traditional biomarkers and can be applied as an efficient supplement 
to them, which is of significant potential in CVD analysis.
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Introduction
Cardiovascular disease (CVD) is the leading cause of global mortality. 
As non-invasive imaging is widespread in cardiology, deep learning 
(DL) combined with magnetic resonance (MR), computed tomography, 
and ultrasound are increasingly powerful in assessing and diagnosing 
heart-related diseases. MR is generally considered the gold standard 
among those image modalities due to its high contrast in anatomical 
structures and without ionising radiation.1 Previous research has de
monstrated the feasibility and efficiency of image-based diagnosis on 
various CVDs (e.g. heart failure and ischaemic heart disease).2

To analyse the CVDs from given images, numerous machine 
learning-based (ML) and DL-based approaches have been proposed, 
solving various tasks.3 Automatic segmentation approaches4 are widely 
studied to eliminate the time-consuming manual delineation work. 
Using predicted segmentation masks at end-diastole (ED) and end- 
systole (ES) of the cardiac cycle, clinical indices like left ventricle (LV) 
and right ventricle (RV) ejection fraction, ES and ED volume, and myo
cardial mass can be estimated. In addition, image registration can obtain 
the deformation fields between different time frames in the cardiac cy
cle for cardiac motion tracking and strain estimation.5,6 Cardiac shape 
analysis based on the 3D cardiac mesh is also popular, which provides 
an intuitive way to observe and capture cardiac motion.4

Research on ML/DL-based CVD analysis can be roughly divided 
into three classes: direct disease diagnosis,7 disease/survival prediction2

(i.e. predict the probability of disease/death in a specific period 

from now), and association analysis between cardiac motion and dis
eases/genomes/other factors.3 The direct disease diagnosis generally 
extracts feature descriptors from the original images/deformation 
fields/cardiac meshes and then uses classifiers [e.g. support vector ma
chine (SVM)] for disease diagnosis.7,8 For diagnosis, the extraction of 
biomarkers is essential, where some basic information (such as sex 
and age) and cardiac clinical indices derived from images/segmenta
tion/deformation fields are generally used. Recently, DL-based ap
proaches have outperformed traditional ML-based methods in 
various tasks.5 However, few works have attempted to apply DL meth
ods for direct cardiac disease diagnosis because of the lack of interpret
ability. Disease/survival prediction has similar feature extraction steps 
to disease diagnosis, aiming to predict the probability of getting 
CVDs in specific years or the survival time of CVD patients.2 Instead 
of applying DL-based methods for classification/regression, previous 
studies3 have explored using DL networks to predict cardiac motion 
phenotype from MR images and analysing its correlation to specific fac
tors (e.g. genetic and environmental factors).

Current CVD prediction/diagnosis is generally based solely on the 
image-derived intensity or morphological properties. Cardiac MR images 
provide high-quality local details. However, limitations like large slice thick
ness (for cardiac cine MR image), slice misalignment, interference of back
ground tissues, and inability to visualize 3D shape may weaken the 
interpretability and performance of CVD diagnosis. In contrast, a cardiac 
mesh can effectively represent the morphology of cardiac structures, pro
vide more structure priors, and facilitate the assessment of cardiac motion, 
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while the reconstructed meshes (derived from cardiac images) may intro
duce inaccurate results on local details (due to the nature of mesh recon
struction). Therefore, a natural idea is to synergistically leverage the 
advantages of both representations to enhance subsequent prediction 
and diagnosis, attaining optimal performance.

To obtain explainable and efficient representations from cardiac MR 
images and improve CVD prediction/diagnosis performance, we propose 
a mesh-image variational auto-encoder (MIVAE) to learn the joint latent re
presentations of cardiac meshes and cine MR images. After training, using 
images alone as input, the learned latent embedding of images, which we 
named shape-aware image representation (SAIR), is fed into ML classifiers 
for downstream tasks like CVD prediction and diagnosis. In addition, 
MIVAE can be applied as a mesh reconstruction approach by feeding 
images only as input. We demonstrate our method on UK Biobank 
(UKBB),9 Automatic Cardiac Diagnosis Challenge (ACDC),10 and 
Multi-Centre, Multi-Vendor & Multi-Disease Cardiac Image Segmentation 
Challenge (M&M)11 datasets.

The contributions of this paper are summarized as follows, 

• We propose a novel, MIVAE, for cross-modality data (mesh and image), 
comprising a convolutional and graph encoder–decoder. To the best of 
our knowledge, this is the first study to learn the joint latent variable 
from 3D cardiac images and surface meshes, and it is generic and can 
be applied to other organs.

• Our MIVAE learns a novel, efficient, robust cardiac feature representa
tion, SAIR. We demonstrate that it can improve predictive performance 
than existing biomarkers and can supplement the latter in predictive diag
nostic tasks.

• Using the learned MIVAE, we can automatically reconstruct cardiac bi
ventricular meshes from MR images, providing a novel method for cardiac 
mesh reconstruction.

Related work
This work mainly relates to joint representation learning and CVD pre
diction/diagnosis.

Joint representation learning
Joint representation learning is a process of learning a parametric map
ping from different data in multi-domains (e.g. images and text) to fea
ture vectors/tensors in a shared latent space, aiming to apprehend the 
latent correlation between multi-modality data and extract more re
fined and valuable features. It has drawn attention from various 
cross-modality applications in different domains, such as population 
clustering12 and disease diagnosis.13,14 The architecture of joint re
presentation learning may significantly differ due to input differences. 
Nevertheless, they generally encompass several distinct encoders, 
which encode data from different domains into the joint latent space. 
Corresponding to different inputs, the encoders are generally different 
[for example, convolutional layers for images, fully connected (FC) 
layers for vectors, and graph convolutional layers15 for graph], aiming 
to convert the redundant input into a low-dimensional vector that 
can enhance downstream tasks. Multi-channel variational auto-encoder 
(MCVAE13) is a popular structure used in joint representation learning, 
including multiple encoder–decoder pairs, which encode data from dif
ferent modalities into the same latent distribution. MCVAE can recon
struct missing channels when the input is incomplete, and the learned 
latent representations containing sufficient information from the input 
multi-modal data can be applied for subsequent analysis (e.g. disease 
diagnosis13,14 and separating cell populations12).

Image-based CVDs diagnosis
To obtain accurate CVDs prediction/diagnosis, numerous ML/ 
DL-based approaches8 have been developed, feeding the features 

extracted from image and non-image data to a classifier/regressor. 
The non-image data (metadata) generally include demographic 
data (e.g. sex and age), conventional risk factors (e.g. smoking and 
hypertension), and other available data in the electronic health record. 
The classifiers can be ML classifiers like SVM and DL networks. 
CVD prediction and diagnosis models extract discriminative features/ 
biomarkers representative of the patient data and their underlying 
target class of interest. The features can be divided into four categories: 
metadata, clinical indices, radiomic features,8,16 and automatic 
features extracted by DL networks. The first is available in the electron
ic health record, while the rest are derived from the images. The details 
of metadata, clinical indices, and radiomic features can be found in 
Figure 1.

In most previous research,17 metadata and clinical indices were 
widely used and achieved reasonable results. The clinical indices in
clude LV ED volume, LV ES volume, LV ejection fraction, LV myocar
dium mass, RV ED volume, RV ES volume, and RV ejection fraction, 
generally computed based on the segmentation masks at ED and ES 
frames of cardiac cycle. Radiomic feature8,18 is another popular fea
ture derived from raw images and corresponding segmentation 
masks, referring to a collection of handcrafted features. It was origin
ally used for cancer diagnosis18 and recently applied in the diagnosis of 
CVDs.8

Recently, researchers have explored DL networks in CVD predic
tion/diagnosis, using automatic feature extraction instead of manual- 
designed feature extraction and achieving comparable results with 
that produced by cardiologists.19 However, end-to-end classification/ 
regression networks generally lack interpretability, as it is difficult to in
terpret learned features in a clinical sense and how they contributed to 
the diagnosis of CVDs. Besides, CVD refers to a group of complex dis
eases affecting cardiac structure and motion, generally requiring more 
than one frame for accurate diagnosis. It would bring a huge computa
tion burden to incorporate all frames (each is a 3D image) of the cardiac 
cycle into a single network.

In this paper, we design a novel MCVAE to learn the joint 
latent representation of cardiac image- and shape-based features, 
where the impacts of each variable in the latent vector can be assessed 
by varying it and visualizing the resulting reconstructions. Using the 
learned image latent representation, SAIR, as a biomarker, we can 
achieve explainable CVD prediction/diagnosis. Different from radiomic 
features and clinical indices, the extraction of SAIR does not require de
tailed segmentation masks. Consequently, our proposed method does 
not propagate segmentation errors incurred to the learned features 
(which is the problem with clinical indices and radiomic features) and 
can fit more complex scenarios where segmentation masks may not 
be available.

Methods
In this section, we first introduce data preparation and the network archi
tecture of MIVAE and then describe CVDs prediction and diagnosis with 
the SAIR learned from MIVAE.

Mesh-image variational auto-encoder
To learn the joint latent embedding of cardiac image and mesh, we 
design a MIVAE as shown in Figure 2. We follow two previous research4,20

to prepare the input cardiac meshes and images of MIVAE 
(the corresponding details can be found in Supplementary data online, 
Appendix A1).

MIVAE is essentially an MCVAE,13 consisting of two channels of en
coder–decoder, the mesh channel and image channel, respectively. Given 
the input (i.e. cardiac mesh and image pairs), denoted as x = {xmesh, ximg}, 
the corresponding encoder (mesh and image encoder) would 
encode them into l-dimensional latent vectors z. Subsequently, two corre
sponding decoders (mesh and image decoder) are applied to decode z to 

Joint shape/texture representation learning for CVD diagnosis from MRI                                                                                                                3

http://academic.oup.com/ehjimp/article-lookup/doi/10.1093/ehjimp/qyae042#supplementary-data
http://academic.oup.com/ehjimp/article-lookup/doi/10.1093/ehjimp/qyae042#supplementary-data


the reconstructed results, denoted as x′ = {x′mesh, x′ img}. The generative 
process for the observation is formulated as

z ∼ p(z), (1) 

xc ∼ p(xc∣z, θc), for c in {mesh, img}, (2) 

where p(z) is the prior distribution of latent vector z and p(xc∣z, θc) is a 
likelihood distribution for the observations conditioned on the latent 

variable. The likelihood functions belong to a distribution family P parame
terized by the set θ = {θmesh, θimg}.

As deriving the posterior p(z∣x, θ) is not always computable 
analytically, variational inference is used to compute an approximate 
posterior. We approximate the posterior distribution with q(z∣xc , ϕc) 
(conditioned on single channel xc and corresponding variational 
parameters ϕc), which belong to a distribution family Q parameterized 
by the set of parameters ϕ = {ϕmesh, ϕimg}. Therefore, the 

Figure 2 Schema of MIVAE. Our MIVAE includes two channels, the mesh encoder–decoder and image encoder–decoder, respectively. The latent 
variable zimg learned in the image channel (SAIR) is used for subsequent CVDs diagnosis. The cardiac MR images were reproduced by kind permission of 
UK Biobank©.

Figure 1 All traditional biomarkers used in this paper, including metadata, Qrisk3 (derived from metadata), clinical indices, and radiomic features. The 
cardiac magnetic resonance images were reproduced with the kind permission of the UK Biobank.
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MIVAE is trained by maximizing the variational lower bound 
L(θ, ϕ, x),

L(θ, ϕ, x) = Ec[Lc −DKL(q(z∣xc , ϕc)∣ ∣p(z))], (3) 

where DKL is Kullback–Leibler divergence, used to impose a con
straint enforcing each q(z∣xc , ϕc) to be as close as possible to the tar
get posterior distribution. Here, Lc is the expected log-likelihood of 
decoding each channel from the latent representation of channel 
xc , generally formulated as

Lc = Eq(z∣xc ,ϕc)

􏽘C

i=1

ln p(xi∣z, θi). (4) 

As there is a mesh encoder–decoder in MIVAE, in addition to the 
log-likelihood, we further incorporate a mesh loss to ensure high- 
quality mesh reconstruction. The details about loss function can be 
found in Supplementary data online, Appendix A2.

Mesh channel encoder–decoder comprises mesh encoder and de
coder that encodes the input mesh into a latent vector and then decodes it 
back to reconstruct the input 3D mesh. A mesh M(V, F) is constructed by 
vertices V and faces F. In this paper, all meshes are obtained by registering a 
template mesh, sharing the same faces. Therefore, we only need to predict 
the vertices of each mesh in the mesh encoder–decoder.

Both mesh encoder and mesh decoder are built using Chebyshev graph 
convolution15 layers. The former is composed of four down-sampling 
blocks (sampling 1

16, 
1
8, 

1
4 and 14 points from the points in the previous layer, 

respectively), each comprising a graph convolution layer, a down-sampling 
layer, and an activation layer (exponential linear unit). Then a flatten oper
ation followed by a FC layer is used to map the resulting features to an 
l-dimensional vector. The encoder predicts a distribution of an l-dimensional 
variable, parameterized by the mean μ and standard variation σ. Following the 
general variational auto-encoder (VAE),13 the reparameterization trick is 
used, and consequently, an l-dimensional latent vector zmesh is sampled 
from the distribution. In the decoder, similarly, a FC layer followed by a re
shape operation is utilized to recover the latent vector into a graph structure 
(i.e. shape like N × M, where N is the number of points and M is the dimension 
of feature for each vertex). After that, corresponding to the encoder, four up- 
sampling blocks (comprising an up-sampling layer, a graph convolution layer, 
and an exponential linear unit activation layer) are used to up-sample the 
graph structure back to the original size of the input mesh.

Image channel encoder–decoder is a general convolution-based en
coder–decoder. The input images are cardiac MR images in short-axis view, 
including a stack of slices. Due to the large slice thickness (the image spacing 
for cardiac MR images in UKBB is generally 1.8 × 1.8 × 10 mm3), we use 2D 
convolution instead of 3D convolution in the image encoder–decoder.

In image encoder, five down-sampling blocks are used, each comprising a 
convolution layer, batch-normalization layer, and activation layer (leaky rec
tified linear unit). Similarly, a flatten operation with an FC layer is used to 
turn the down-sampled features into an l-dimensional latent vector. Like 
mesh encoder–decoder, the reparameterization trick is also used, and an 
l-dimensional vector zimg is sampled from the latent distribution. In the im
age decoder, the zimg is fed into an FC layer followed by a reshape oper
ation, turning into 4 × 4 feature maps. Corresponding to the image 
encoder, five up-sampling blocks, including the convolution layer, batch- 
normalization layer, and leaky rectified linear unit activation layer, are 

used to recover the feature back to the original images. The output layer 
is a convolution layer, followed by tanh() activation. Both zmesh and zimg 
are fed into the mesh decoder and image decoder, predicting the recon
structed mesh and image of each channel.

CVD prediction/diagnosis
With MIVAE, we can extract the SAIR features for all the cardiac images 
from the cardiac cycle. Considering that most previous CVDs features/bio
markers (e.g. clinical indices) are extracted from cardiac images at ED and 
ES, we also compute SAIR at ED and ES frames of cardiac cycle for subse
quent analysis. To demonstrate the efficiency of SAIR, we compare it with 
traditional CVDs biomarkers like clinical indices and radiomic features.

Using the learned SAIR as predictor, we can achieve CVD prediction/ 
diagnosis with available classifiers. In this paper, we use SVM as the classifier, 
which outperforms random forest in our experiments. Limited by datasets, 
we evaluate the prediction performance of SAIR in UKBB and diagnosis per
formance in ACDC and M&M. Note that MIVAE are only trained on UKBB, 
without any re-training/fine-tuning on the external data. As the samples are 
limited in all three datasets, 10-fold cross-validation was used. In addition, 
the SAIR feature and radiomic features are both high-dimensional (over 
500) feature vectors, which may lead to overfit on limited samples. 
Therefore, following Pujadas et al.,8 we use sequential forward feature se
lection to identify the most important feature for CVD prediction/diagnosis 
in each feature vector.

Experiments
We demonstrate our method on three publicly available datasets, UKBB, 
ACDC, and M&M datasets (the implementation details and evaluation me
trics can be found in Supplementary data online, Appendices A3 and A4).

Evaluation of image/mesh reconstruction
Before applying MIVAE to learn the joint latent representation of cardiac 
images and meshes, it is vital to ensure that the latent embedding can present 
sufficient information of input data, which can be reflected by the reconstruc
tion quality. The quantitative results of the reconstruction are shown in 
Table 1. In MIVAE, each input channel has two outputs: the reconstructed im
age and reconstructed mesh, and after training, the trained MIVAE can only 
take one channel as input. Therefore, in the inference, we can use MR 
images/meshes alone as input and reconstruct the corresponding cardiac 
images and meshes. We find that image or mesh alone as input can recon
struct high-quality meshes. The reconstructed meshes using either meshes 
or images as input have low point-to-point errors to target meshes (same 
as input meshes), and even the meshes reconstructed from image input are 
with ∼3.6 mm point-to-point error to target meshes. Applying the recon
structed meshes for cardiac MR image segmentation, the results of MIVAE 
using images as input are comparable with the MCSI-Net, with no significant 
difference in the LV dice score. Considering the nature of the variational auto- 
encoder and no ground-truth contour information is needed, SAIR captures 
sufficient information and is deemed suitable for subsequent CVD diagnosis.

In most realistic applications, there are only cardiac images available, with
out corresponding meshes. Our proposed MIVAE can reconstruct the corre
sponding accurate meshes from given images for multiple subsequent analysis 
tasks (e.g. segmentation, details can be found in Supplementary data online, 
Appendix A5). Meanwhile, the obtained latent embedding (SAIR) from 
MIVAE can be further applied for CVDs prediction and diagnosis.

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Table 1 Quantitative comparison of reconstruction performance

Methods emesh (mm) Average dice LV dice LVM dice RV dice HD (mm) eimage

MIVAE (mesh as input) 0.67 ± 0.09 97.76 ± 0.37 98.01 ± 0.52 97.25 ± 0.50 98.01 ± 0.46 6.67 ± 3.28 0.172 ± 0.247

MIVAE (image as input) 3.56 ± 1.02 88.31 ± 3.07 90.87 ± 2.79 85.81 ± 3.70 88.24 ± 3.58 17.65 ± 9.65 0.155 ± 0.227

MCSI-Net4 (image as input) 2.77 ± 1.23 90.28 ± 5.51 91.63 ± 5.75 88.76 ± 5.96 90.48 ± 5.19 14.35 ± 10.06

The first and second rows are the results of MIVAE using only mesh or image as input, respectively. In the results of MIVAE using the image as the sole input, the bold highlights the results 
of MIVAE making no significant difference to MCSI-Net (P value larger than 0.05).
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Acute myocardial infarction prediction on UKBB
With the learned SAIR from MIVAE, we implement CVD prediction/diag
nosis by feeding it into SVM (using scikit-learn package, with radial basis 
function kernel and C = 1.0). We demonstrate its performance in the acute 
myocardial infarction (AMI) prediction, using cardiac MR images from 
UKBB. Here, we only use the SAIR at ED and ES frames of the cardiac cycle 
for each subject, as most traditional biomarkers (e.g. clinical indices) only 
use these two frames. We compare the performance of SAIR with trad
itional biomarkers used in CVD prediction, including metadata (following 
Carter et al.21), clinical indices, radiomic features, and Qrisk322 score (using 
Qrisk3 score as a feature), and explore the result of combining all features 
(with/without SAIR). To compare with DL-based approach, we also build a 
normal VAE to learn latent embeddings from images (denoted as VAE).

The rationale why we choose AMI is multifaceted. At first, AMI would 
lead to heart failure, which is the leading cause of death and disability global
ly, and thereby, a method to predict/prevent it in advance is of substantial 
clinical importance. Secondly, sufficient data regarding AMI in UKBB provide 
a solid basis for training and evaluating our method.

There are only 442 samples for the training and testing, which is a 
small number for SAIR (1024 dimensions) or radiomic features (2104 

dimensions). Considering the curse of dimensionality, feature selection is 
needed. We apply a sequential forward feature selection method (following 
Pujadas et al.,8 using Mlxtend package with 10-fold cross-validation) to se
lect eight features from the given features, as the input to SVM. The classi
fication results after feature selection are shown in Table 2, with the 
corresponding receiver operating characteristic (ROC) curve in Figure 3A. 
We observe that metadata performance surpasses clinical indices 
(65.79% vs. 57.52%). Qrisk3 score exhibits similar performance to meta
data, as it is derived from the latter. The combination of metadata and 
Qrisk3 achieves a higher accuracy (67.67%) than the independent use of ei
ther one. Radiomic features outperform all traditional predictors, with 
79.47% accuracy. The image feature learned by VAE leads to marginal high
er accuracy than radiomics feature (79.62%). However, our learned SAIR 
performs better than all the single features (81.43%). Integrating all conven
tional features with SAIR (all features) yields improved AMI prediction ac
curacy than all features (without SAIR; 82.18% vs. 83.38%), which 
demonstrates that our learned SAIR can provide complementary informa
tion for traditional biomarkers. Statistical significance analysis is applied in all 
ROC curves, and we observe that SAIR significantly outperforms Metadata, 
Qrisk3, Qrisk3 + Metadata, and clinical indices, while it makes no significant 
difference to the performance using all features (0.05 as threshold).

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Table 2 Quantitative comparison of AMI prediction results on UKBB between SAIR and the baseline features

Methods Accuracy (%) Precision (%) F1(%) Recall (%) AUC

Metadata 65.79 ± 3.40 66.89 ± 3.66 65.17 ± 3.15 65.75 ± 3.17 66.88 ± 5.90

Qrisk3 65.41 ± 2.81 65.91 ± 2.91 65.26 ± 2.78 65.63 ± 2.80 69.91 ± 5.95

Qrisk3 + Metadata 67.67 ± 2.45 67.84 ± 2.29 67.62 ± 2.44 67.81 ± 2.29 71.69 ± 5.31
Clinical indices 57.52 ± 2.26 57.79 ± 1.98 57.35 ± 2.26 57.70 ± 2.01 61.14 ± 3.87

Radiomic features 79.47 ± 3.76 79.73 ± 3.63 79.38 ± 3.77 79.52 ± 3.74 82.50 ± 4.95

VAE 79.62 ± 2.41 79.63 ± 2.44 79.58 ± 2.41 79.66 ± 2.37 83.01 ± 3.88
SAIR 81.43 ± 2.93 81.47 ± 2.93 81.38 ± 2.91 81.46 ± 2.87 84.52 ± 3.68

All (without SAIR) 82.18 ± 2.73 82.54 ± 2.77 82.09 ± 2.72 82.23 ± 2.76 84.87 ± 4.73

All 83.38 ± 2.53 83.62 ± 2.64 83.32 ± 2.49 83.42 ± 2.50 85.10 ± 4.64

All (without SAIR) means combining all features (except SAIR) for classification, while all denotes using all features (including SAIR) in classification.

Figure 3 AMI prediction results on UKBB. (A) ROC curve of SAIR and baseline features. (B) Classification accuracy (mean with standard variation) 
with the increase of SAIR feature dimension. It achieves the best accuracy (87.59%) when selecting 80 features.
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In addition, an accuracy curve along the SAIR feature dimension is also 
provided in Figure 3B. In the beginning, with more features, the classification 
accuracy increases. However, after 80 dimensions (where the accuracy is 
87.59%), the accuracy tends to drop, which demonstrates the importance 
of feature selection. To understand how the SAIR features contribute to 
the CVDs diagnosis and the ventricular shape changes these features en
code, we visualized the top three selected SAIR features (named as 
Features 0–2 for simplicity) by interpolation, with the corresponding shape 
changes and AMI risk in Figure 4. For each feature, we revised its value by in
terpolation (from −1.0 to 1.0, standardization is used) and depicted the re
sultant reconstructed cardiac shapes alongside their corresponding AMI 
risks. Within each feature, the grey shape (the shape with the lowest AMI 
risk) is chosen as the reference shape. Variations in the other shapes are em
phasized, with expansions marked in red and contractions in blue (as shown 

in the colour bar). The shapes in the red boxes are the interpolated shape, 
while the green box encloses the original shape of the patient’s heart. It can 
be found that Feature 0 predominantly affects the apex of the RV, Feature 1 
alters the apex of the LV, and Feature 2 impacts the base of the LV.

To demonstrate the efficiency of our proposed method, we further dem
onstrate it on two other datasets, ACDC and M&M, without any fine-tune 
steps. The corresponding results can be found in Supplementary data 
online, Appendix A6, which demonstrates that our SAIR can further supple
ment the existing biomarkers. The images from ACDC and MM datasets 
are from multiple scanners and people with multiple diseases, closely re
sembling real-world clinical scenarios, which underscores the potential of 
our proposed method to contribute to current CVD diagnosis/prediction 
(with pre-processing and domain adaptation techniques to bridge the gap 
between real-world images and UKBB images).

Figure 4 Visualization of the top three selected features. For each feature, we revised its value by interpolation (from −1.0 to 1.0, using standard
ization) and depicted the resultant reconstructed cardiac shapes alongside their corresponding AMI risks. Within each feature, the grey shape (the shape 
with the lowest AMI risk) is chosen as the reference shape. Variations in the other shapes are emphasized, with expansions marked in red and con
tractions in blue (as shown in the colour bar). The shapes in the red boxes are the interpolated shape, while the green box encloses the original shape 
of the patient’s heart.
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Discussion
As a MCVAE, our proposed MIVAE can be applied to cross-domain re
construction, reconstructing meshes from corresponding images or re
constructing images from corresponding meshes. In realistic scenarios, 
raw images are generally available, and therefore, our MIVAE can be 
used for image-to-mesh reconstruction. We have demonstrated that 
it can achieve comparable segmentation performance with the previous 
reconstruction approach. Still, there is a limitation for MIVAE, in that 
the predicted mesh of MIVAE is not aligned with the input images. 
Therefore, an additional approach like Xia et al.4 to predict transform
ation parameters is required.

In CVD prediction, the learned SAIR shows significantly better results 
than traditional biomarkers in UKBB and better performance than spe
cific traditional features/biomarkers in unseen images from other data
sets. Although in non-UKBB data our SAIR performs worse than specific 
biomarkers, it does not require detailed ground-truth segmentation as 
radiomic features/clinical indices, resulting in more general and robust 
applications. In current experiments, we only plot the results of SAIR 
using ED and ES frames from cardiac cycle. Nevertheless, it is possible 
to incorporate more frames in the cardiac cycle to achieve better pre
diction/diagnosis performance. In our preliminary exploration, incorp
orating more frames of SAIR would not lead to higher prediction 
performance when selecting only eight features. However, more frames 
would lead to better performance when more features are selected. 
Besides CVDs prediction/diagnosis, our learned SAIR may also be ap
plicable in finding potential sub-types of diseases using clustering.

Like other DL-based approaches, the main limitation of SAIR is the 
generalization of different datasets. While we can directly apply the 
trained MIVAE to extract SAIR of images from other sources, its per
formance would be weakened if the input images have significantly dif
ferent appearances from images in UKBB. Pre-processing techniques 
like re-sampling and histogram matching can be applied to alleviate 
this decrease, and the exploration of domain adaptation or generaliza
tion techniques deserve to try.

Although several DL/ML approaches8,17 have proposed to apply CMR 
imaging for CVD diagnosis/prediction, we proposed a novel biomarker 
considering the joint latent distribution of shape and image, SAIR, instead 
of transferring an existing biomarker from another domain to CVD pre
diction/diagnosis (e.g. radiomic features). While MIVAE offers a more ac
curate diagnostic approach for CVDs compared with traditional 
biomarkers, demonstrating the ability to illustrate correlations between 
regions of cardiac structures and CVDs, there are challenges to be ad
dressed before its clinical application. Firstly, the proposed method re
mains trained on a relatively limited dataset. As other larger datasets 
become available, we would like to extend this work with replication stud
ies that build more general evidence on its performance across real-world 
scenarios. Secondly, our study primarily focusses on AMI, representing 
only a subset of CVDs. Future work will expand our findings across a larger 
set of CVDs. Despite these limitations, this work establishes early evidence 
of the feasibility and a solid foundation for future research in this domain, 
serving as a valuable supplement to clinicians’ decision-making processes.

CVDs constitute a complex group of disorders, making their predic
tion and diagnosis inherently challenging. DL approaches, when trained 
on large-scale data, are able to achieve reasonable and objective predic
tion/diagnosis for CVD analysis. Our proposed method can provide re
liable prediction results while presenting the evidence by corresponding 
meshes, supporting the decision-making. There are three main poten
tial applications at the moment: (i) With only cine MR images, our pro
posed method can predict the corresponding AMI risk, which is cheap 
and applicable in daily clinics to assess patients’ risk. (ii) Our MIVAE can 
work as a novel mesh reconstruction approach, providing the cardiac 
structure to clinicians in a 3D view. (iii) Our method can be further ap
plied to analyse the inherent correlation between CVDs and cardiac 
structures, as we have explored in Figure 4.

Conclusion
In this paper, to obtain efficient representations from cardiac MR images 
for subsequent CVD prediction and diagnosis, we designed a novel two- 
channel MCVAE, MIVAE, to learn joint latent representations of cardiac 
images and corresponding meshes, as a novel biomarker. After training, 
given MR images alone as input, our MIVAE can reconstruct high-quality 
biventricular meshes and learn SAIRs, useful for subsequent CVD predic
tion/diagnosis. Through experiments on UKBB, we demonstrated that the 
segmentation performance of our approach is comparable with previous 
approaches. The learned novel biomarker, SAIR, captures efficient repre
sentations from raw images for CVD prediction/diagnosis, leading to bet
ter performance than traditional biomarkers. Also, the learned SAIR 
feature captures information not contained within existing biomarkers 
(e.g. clinical indices), helping supplement existing biomarkers and improves 
predictive performance. We further demonstrated the robustness of 
SAIR on non-UKBB data (ACDC and M&M) and showed that it can en
hance the performance of traditional predictors.
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