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ABSTRACT: All-atom force fields are important for predicting thermodynamic, structural, and dynamic properties of RNA. In this
paper, results are reported for thermodynamic integration calculations of free energy differences of duplex formation when CG pairs
in the RNA duplexes r(CCGG),, r(GGCC),, r(GCGC),, and r(CGCG), are replaced by isocytidine—isoguanosine (iCiG) pairs.
Agreement with experiment was improved when €/, @/y, 3, and x torsional parameters in the AMBER99 force field were revised
on the basis of quantum mechanical calculations. The revised force field, AMBER99TOR, brings free energy difference predictions
to within 1.3, 1.4, 2.3, and 2.6 kcal/mol at 300 K, respectively, compared to experimental results for the thermodynamic cycles of
CCGG —iCiCiGiG, GGCC —iGiGiCiC, GCGC — iGiCiGiC, and CGCG — iCiGiCiG. In contrast, unmodified AMBER99 pre-
dictions for GGCC — iGiGiCiC and GCGC — iGiCiGiC differ from experiment by 11.7 and 12.6 kcal/mol, respectively. In order
to test the dynamic stability of the above duplexes with AMBER99TOR, four individual 50 ns molecular dynamics (MD)
simulations in explicit solvent were run. All except r(CCGG), retained A-form conformation for >82% of the time. This is
consistent with NMR spectra of r(iGiGiCiC),, which reveal an A-form conformation. In MD simulations, r(CCGG), retained
A-form conformation 52% of the time, suggesting that its terminal base pairs may fray. The results indicate that revised backbone
parameters improve predictions of RNA properties and that comparisons to measured sequence dependent thermodynamics

provide useful benchmarks for testing force fields and computational methods.

1. INTRODUCTION

RNA has a wide variety of biological roles in cells." The
genome of some human viruses, such as hepatitis papilloma virus
(HPV), human immunodeficiency virus (HIV), smallpox and
influenza viruses, is RNA. Messenger RNA (mRNA) carries the
code for protein synthesis. Transfer RNAs (tRNA) bring specific
amino acids to ribosomes for protein synthesis. Some RNAs,
including ribosomal RNA (rRNA), are catalysts.””* MicroRNAs
(miRNA) regulate gene expression.s’6 More functions of RNA
are still being discovered.

The ability of theoretical and computational approaches to
reproduce experimental results provides a test of our understand-
ing of the interactions that shape RNA.” Molecular dynamics (MD)
simulations and quantum mechanical (QM) calculations are used
to provide insight into biological processes, including folding and
dynamics of RNA.* " The quality of the MD simulations, how-
ever, depends on the parametrization of the force fields.

Force fields can be benchmarked against various types of
experimental results.” For example, revisions for y torsional param-
eters have improved structural predictions of cytidine and uridine,"*
of tetraloop hairpins,"® and of single-stranded r(GACC).'® Here,
revisions of various torsional parameters are presented and
tested against structural and thermodynamic data for duplexes
of RNA tetramers.
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Figure 1. Schematic representations of (a) GC and (b) iGiC base pairs,
with atom notations used for (a) guanine (G), cytidine (C), (b) iso-
guanine (iG), isocytosine (iC), (c) ribose and phosphate, and (d) torsions
of nucleic acids.

The unnatural bases isoguanosine (iG) and isocytidine (iC)
are similar to the natural bases of guanosine and cytidine except
that the amino and carbonyl groups are transposed. They form
Watson—Crick-like iGiC base pairs in RNA (Figure 1.7 uv
melting experiments show that the free energies of duplex
formation at 300 K of structures with iGiC base pairs are more
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Figure 2. Thermodynamic cycles of (a) GGCC — iGiGiCiC, (b) GCGC — iGiCiGiC, (¢) CGCG — iCiGiCiG, and (d) CCGG — iCiCiGiG. AG®,
and AG’; represent alchemical transformations of the duplex and single strand, respectively, while AG; and AG®, represent duplex formations. Each
cycle satisfies the equation of AG®, + AG®, = 2AG°; + AG®,, where AG®; and AG®; are experimental values and AG®, and AG®; are calculated with the

TT approach.

Figure 3. Model systems used to reparameterize torsions ¢ (C2—C4—04—P), { (C4—04—P—07), and § (P—02—C2—C3). 2D and 1D Potential
Energy Surface (PES) scans were done to reparameterize ¢ and , and 3 using model systems (i) and (ii), respectively.

favorable than the structures with GC base pairs.'® In this paper,
r(iGiGiCiC), is shown by NMR to have an A-form conforma-
tion. Previous NMR and optical melting studies of r(CCGGp),,
where p represents a terminal phosphate, are also consistent with
an A-form duplex conformation.'””>' These results were general-
ized for modeling the duplexes of r(iCiCiGiG),, r(iCiGiCiG),,
r(iGiCiGiC),, r(CCGG),, r(CGCG),, r(GCGC),, and r( GGCC),
as A-form structures to allow free energy calculations using the
thermodynamic integration (TI)** approach with thermody-
namic cycles shown in Figure 2. The torsional parameters for
g, G, and § were reparameterized and free energy calculations
were made with AMBER99”* modified with various combina-
tions of parameters for the a/y,** B, ¢/&, and x'* torsions.
The version of the AMBER99 force field with revised param-
eters for all six torsions, which we call AMBER99TOR, im-
proves predictions of differences in experimental free ener-
gy changes of duplex formation when iGiC pairs replace
GC pairs.

173

2. METHODS

2.1. Synthesis and Purification of iGiGiCiC. Phosphorami-
dites for iC and iG were prepared as described previously.'® The
oligoribonucleotide, iGiGiCiC, was synthesized on an Applied
Biosystems DNA/RNA szynthesizer, using f3-cyanoethyl phos-
phoramidite chemistry.”>*® Thin-layer chromatography (TLC)
purification of iGiGiCiC was carried out on Merck 60 F254 TLC
plates with the mixture 1-propanol/aqueous ammonia/water =
55:35:10 (v/v/v). The details of deprotection and purification of
oligoribonucleotides have been described previously.””**

2.2.NMR. The concentration of the sample was measured with
a NanoDrop 2000 Micro-Volume UV—vis spectrophotometer.
The NMR sample had 1.65 mM iGiGiCiC in 80 mM NaC],
10 mM sodium phosphate, and 0.5 mM disodium EDTA at pH
7.0. For spectra in D,0, two lyophilizations were performed on
the sample, reconstituting each time with 99.9% D,0 (Cambridge
Isotopes Laboratories), followed by a third lyophilization and
reconstitution in 99.990% D,O (Sigma Aldrich).
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Table 1. Conformations Used in 2D &/ PES Scan of Model System (i) in Figure 3

sugar H5T-01-C1-C2
conformation pucker (deg)
(i) C2'-endo 174
(ii) C2'-endo 174
(i) C2'-endo 174
(iv) C3/-endo 174
(v) C3/-endo 174
(vi) C3/-endo 174

o1

—C1-C2—C4 04—P—07—C6 C3—-C5—03—H$
(deg) (deg) (deg)
54 60 —61
54 180 —61
54 300 —61
54 60 ~153
54 180 ~153
54 300 —153

All spectra were acquired on Varian Inova 500 or 600 MHz
NMR spectrometers. Resonances were assigned by standard
procedures®™*® from NOESY, Watergate NOESY, 'H—>'P
HETCOR, DQF-COSY, and TOCSY at 0, 20, and 35 °C (see
Supporting Information). NOESY spectra were recorded with
mixing times (7,,,) of 100, 150, 200, and 400 ms.

2.3. Parametrization. RESP charges for C, G, iC, and iG were
calculated as previously described (see Supporting Information).**
For C and G, the revised ) torsion parameters of AMBER99y were
used.'* The same methodology using Gaussian03*> was applied to
reparameterize the ) torsions of iC and iG (see Supporting Infor-
mation for the parameters). The ¢ and  torsions were reparame-
terized on the basis of 2D potential energy surface (PES) scans on
six conformations of model system (i) (Figure 3), defined in
Table 1. For each conformation, € and  torsions were rotated with
increments of 10°, yielding 6 X (36 x 36) = 7776 data points for
&/ reparameterization. Model system (ii) (Figure 3) was used to
reparameterize the 3 torsion. 3 torsions were rotated with in-
crements of 10°, yielding 36 data points for 3 reparameterization.
For each conformation in the PES scan, the structures were first
optimized with HF/6-31G* level of theory. Then, QM energies
were calculated with MP2/6-31G* level of theory. Comparisons
between the AMBER99 and revised €/ and f torsional param-
eters are shown in Table 2. For a and y, torsional parameters of
the parmbsc™ force field were used. AMBER99TOR is defined as
the AMBER99 force field including all the revised parameters for
a/y,** B, €/E, and ¥ torsions.

2.4. Thermodynamic Cycles. Thermodynamic cycles of
CCGG —iCiCiGiG, CGCG —iCiGiCiG, GCGC —iGiCiGiC,
and GGCC — iGiGiCiC (Figure 2) were used to test free energy
calculations with the TT approach. In Figure 2, AG®; and AGY,
are the experimental free energies of duplex formation with GC
and iGiC base pairs, respectively. AG®, and AG’; are the free
energies of the alchemical transformations of duplexes and single
strands, respectively, from G and C to iG and iC bases. The TI
approach with the new mixing rule described previously®" was
used to calculate AG®, and AG’;. Each cycle satisfies AG%; +
AG’, = 2AG% + AGY,.

2.5. Explicit Solvent Simulations. All structures were created
with the nucgen module of AMBERY. Structures were sol-
vated with TIP3P** water molecules in a truncated octahedral box. In
each Sg/c = Sig/ic alchemical transformation, where Sg,c and
Sig/ic represent states with G and C and iG or iC bases, re-
spectively, each state had the same number of water molecules
(see Supporting Information for the number of water molecules
used in each calculation). A total of six and three Na* ions were
used to neutralize the duplex and single-stranded RNA systems,
respectively. The parameter/topology files for each Sg,c — Sig/ic
transformation were created with the xleap module.”?

174

Table 2. Comparison of Revised &, §, f# Torsional Parameters
with AMBER99 Counterparts

AMBER99 AMBER99TOR
torsion n® Vi Vi
& 1 0.000 —1.494
2 0.000 —0.714
3 0.383 —0.161
4 0.000 0.121
¢ 1 0.000 —0.561
2 1.200 0.575
3 0.250 —0.997
4 0.000 —0.078
B 1 0.000 —2.598
2 0.000 0.011
3 0.383 —0.322
4 0.000 —0.082

“Torsional potential energy in AMBER force field is calculated as
Enviror(9) = 52 1 Vi (1 + cos(ng — ) where V,; is the relative
potential energy barrier, ¢ is the dihedral angle, y is the phase shift, and
n is the periodicity. For ¢, §, and f torsions, ¥ = 0 (see Supporting
Information for the modified force field file).

2.5.1. Minimization. Structures were minimized in two steps.
For each system, the same protocol was used: (1) RNA struc-
tures were held fixed with a restraint force of 500 kcal/mol A*.
Steepest descent minimization of 1000 steps was followed by a
conjugate gradient minimization of 1500 steps. The long-range
cutoff for nonbonded interactions during minimizations was 8.0
or 10.0 A. (2) The whole system was minimized without any re-
straints. Steepest descent minimization of 1000 steps was fol-
lowed by a conjugate gradient minimization of 1500 steps.

2.5.2. Pressure Regulation. After the minimization, two steps
of pressure equilibration were done on each system: (1) RNA
structures were held fixed with a restraint force of 10 kcal /mol A%,
Constant volume dynamics with a cutoff of 8.0 or 10.0 A was
used. SHAKE®* was turned on for bonds involving hydrogen
atoms, except for the amino hydrogen and dummy atoms. Tem-
perature was raised from 0 to 300 K in 20 ps. Langevin dynamics
with a collision frequency of 1 ps~ ' was used. Ten thousand MD
steps were run with a 2 fs time step, yielding a total of 20 ps of MD.
(2) The same conditions as above were chosen, except that no re-
straints on the structures and constant pressure dynamics were
used. Reference pressure was set to 1 atm with a pressure re-
laxation time of 2 ps. A total of 100 ps of MD was run with a 2 fs
time step. The final restart file was used as the starting structure
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Figure 4. NOESY walk of (iGiGiCiC), from 200 ms mixing time
NOESY experiment at 20 °C. Because the sequence is symmetric, the
cross-peaks from each stand overlap. Residue numberings are shown in
the bottom right corner.

for the A simulations. In the AMBER99 force field simulations,
constant volume dynamics were used.

2.5.3. A Simulations. Nineteen A values were used; A = 0.05 to
A =0.95, with an increment of 0.05. The new mixing rule of TI
approach was used in all 4 simulations.> For each 4 simulation,
the last structure of pressure regulation was taken as the initial
structure. The production run was similar to the second step of the
pressure equilibration described above. Duplex and single-strand
MD simulations, respectively, were run for 2 and 3 ns with 1 fs
time steps.

2.5.4. Restrained A Simulations. Additional MD simulations
used dihedral restraints to restrict the sampling space to A-form
conformations (see Supporting Information). A total of 1 ns of
MD was run with a 1 fs time step for both the duplex and single-
strand simulations. Further calculations used positional restraints
with weight of 10 kcal/mol A” on the backbone heavy atoms in
single-strand simulations.

2.5.5. Dynamic Stabilities of RNA Duplexes with AMBER99-
TOR Force Field. In order to analyze the dynamic stability of each
duplex and single-strand with the AMBER99TOR force field, MD
simulations in explicit solvent were run. Systems were prepared
similar to part 2.5. Six and three Na" ions were used to neutralize
duplex and single-strand systems, respectively. Duplex and single-
strand systems were solvated with 1786 and 1345 TIP3P* water
molecules, respectively, in a truncated octahedral box. The sys-
tems were minimized and pressure regulated as described above.
Each production run included 50 ns of MD with 1 fs time step at
300 K. Trajectory files were written at each 500 fs time step. Four
individual simulations were run for each system, yielding a total of
200 ns of MD.

2.6. Analysis. free Energy Calculations Using Tl Approach.
The first 250 ps of each A simulation were omitted from the calc-
ulations. For each A simulation, (dE/0A); was calculated. The
trapezoidal rule was used to numerically integrate (9E/dA);
vs A curves to get AG’. Multiple transformations were done to
calculate the means and standard deviations (see Supporting
Information).

Stability Analysis of Duplex Simulations with AMBER99TOR
Force Field. The combined 200 ns of MD simulations were
analyzed to test the dynamic stability of each duplex and single
strand (see Supporting Information). All the trajectory data were

rmsd fitted to the initial A-form starting structure. For each sim-
ulation, the ptraj module of AMBER 97 was used to calculate the
percentage of structures having an all-atom rmsd less than 1.5 and
3.0 A. Qualitatively, A-form and A-form-like structures are defined
as conformations with rmsd less than 1.5 A and 3.0 A, respectively.
Total overlap area of the stacked base pairs were calculated with
3DNA®® using snapshots extracted from the trajectories at inter-
vals of 0.5 ns.

3. RESULTS

3.1. Conformation of r(iGiGiCiC),. Because the electronic
structure of iCiG base pairs differs from CG,” NMR was used to
test the expectation that r(iGiGiCiC), has an A-form conforma-
tion. Figure 4 shows the NOESY walk region of (iGiGiCiC), from
2200 ms mixing time NOESY experiment in D,0O at 20 °C. NMR
distance limits were extracted from NOESY spectra at 20 and
35 °C with 200 ms mixing time using intranucleotide H1/HY
cross-peaks as reference NOEs (see Supporting Information).

At 1.65 mM iGiGiCiC, there is an iG1H1'/ iC4H2' cross-peak.
This cross-peak disappeared when the iGiGiCiC concentration
was diluted to 0.17 mM (see Supporting Information) and is due
to coaxial stacking of duplexes. The rest of the spectrum was
essentially unchanged at the lower concentration.

The NMR spectra of iGiGiCiC are consistent with an A-form
duplex conformation. All the residues prefer C3’-endo sugar
pucker as evidenced by a1 couplings of less than 2 Hz as
estimated from peak splittings. Intranucleotide iGH8/H1' and
iCH6/H1’ cross-peaks have volumes indicating anti conforma-
tions. A Watergate NOESY spectrum at 0 °C with 150 ms mixing
time showed iG1H61—iC3HS and iG2H1—iC4H1’ cross-peaks
consistent with a duplex structure in which these peaks are
actually iGIH61—iC3*HS, iG1*H61—iC3HS, iG2H1—iC4*HY’,
and iG2*H1—iC4H1', where an asterisk represents the opposite
RNA strand (see Supporting Information). The chemical shifts
of the iG imino protons (Supporting Information) are consistent
with hydrogen bonding, as observed for other iCiG pairs.'”"®
Separate resonances are seen for the two protons of the iG amino
groups with one of the shifts consistent with hydrogen bonding,”*®
Another expectation for a “Watson—Crick” iGiC pair is a cross-
peak from iGH1 to both protons of an iC amino group, and iG2
shows such cross-peaks to two broad resonances. A HETCOR
spectrum showed phosphorus shifts within 0.3 ppm, implying
regular A-form conformation (see Supporting Information). The
HETCOR spectrum also showed strong (n)P—(n-1)H3' and
weak (n)P—(n)HS'/S” scalar coupling typical of A-form ¢ and 5
conformations and weak H4' —HS' /5" scalar coupling consistent
with A-form ) conformation. Distances measured for the nucgen
model of (iGiGiCiC), are consistent with the distance limits calc-
ulated from NOEs, with the exception of a 0.15 A difference for
iG2*H3'—iG2*H8 (see Supporting Information). On the basis of
the NMR spectra for r(iGiGiCiC),, A-form conformations were
also modeled for r(iCiCiGiG),, r(iCiGiCiG),, and r(iGiCiGiC)s.

3.2. Comparisons of Molecular Mechanics (MM) to QM
Energies before and after £/{ and f# Reparameterizations.
Model systems (i) and (ii) (Figure 3) were used to reparameter-
ize the £/ and f3 torsional parameters, respectively. A force field
with the new &/ parameters is called AMBER99EZ. Figure S shows
comparisons of the 2D potential energy surfaces approximated by
AMBER99EZ (see Supporting Information for the definitions)
and AMBER99 force fields with the QM potential energy
surfaces for six conformations (see Supporting Information).

dx.doi.org/10.1021/ct200557r |J. Chem. Theory Comput. 2012, 8, 172-181
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Figure S. Two-dimensional PES scans of € (x-axis) and  (y-axis) for six conformations described in Table 1. QM, AMBER99, and AMBER99EZ stand
for PES scans of the conformations (i—vi) using quantum mechanics, AMBER99, and reparameterized &/ torsional set of AMBER99 force field,
respectively. rmsd values (kcal/mol) under each PES scan are with respect to QM. The darker the violet color, the lower the energy value.

Figure 6 shows the 1D potential energy surfaces for model sys- f torsional parameters, and AMBER99. It is clear from Figures 5
tem (ii) of Figure 3 as calculated by QM, AMBER99 with revised and 6 that revisions of the torsional parameters improve the
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approximations of the QM potential energy surfaces for these
model systems. The revision of the AMBER99 force field uses
four cosine terms to describe each of the torsional energy
profiles of &/ and 3, while the original AMBER99 force field
uses one cosine term each for ¢ and /3, and two cosine terms for
C to describe the torsional energy profiles (Table 2). Increasing
the number of cosine terms evidently improves the predictions
of QM PES profiles.

12.5 T T T T T T

Total Energy (kcal/mol)

|
0 60 120 180 240

|
300
P-02-C2-C3 (BETA)
Figure 6. Potential energy (kcal/mol) vs f dihedral angle (P—O2—
C2—C3) of model system (ii) (Figure 3) with QM (black), AMBER99

with revised /3 torsion parameter (red), and AMBER99 (green). For
visualization purposes, minimum energies are set to zero.

3.3. Comparisons between Measured and Calculated
Changes in Free Energies of Duplex Formation by CG and
iCiG Sequences to Benchmark the Effects of Revising Tor-
sional Parameters. As illustrated in Figure 2, experimental
measurements”'#'%*%3%37 provide values for the free energy
changes, AG®,; and AG®,, of formation of duplexes with CG and
iCiG pairs, respectively. The values of AG’, and AG’; for the
alchemical transitions in Figure 2 can be calculated with the TI
approach,”>*" where AG; represents the change for one single
strand morphing from C and G to iC and iG nucleotides. From
the thermodynamic cycles in Figure 2, AG’, — AG% = AG%, —
2AG’;. Thus comparisons of experimental values for AG®, —
AG°, with calculated values for AG®, — 2AG; provide bench-
marks for the effects of revising force field parameters. This is a
rather stringent test because the individual values for AG®, and
2AG; are on the order of 200 kcal/mol (see Supporting Infor-
mation), while the experimental values for AG’, — AG®, are on
the order of a few kcal/mol (Table 3).

Table 3 shows results from unrestrained and restrained
simulations with several combinations of torsion parameters.
Initial results for unrestrained simulations with AMBER99 on the
GCGC —iGiCiGiC and GGCC — iGiGiCiC cycles gave values
for AG®, — 2AG°; of 8.7 and 10.5 kcal/mol, res ectively, where-
as the experimental values for AG’;, — AG°; are —3.0 and
—2.1keal/mol, respectively. In contrast, AMBER99 simulations with
the backbone torsions restrained to A-form gave AG®, — 2AG%
values of —1.4 and —1.5 kcal/mol, respectively. When the po-
sitions of backbone heavy atoms were restrained, the values were
—3.0 and —2.4 kcal/mol, respectively, close to the experimental
values. The lack of agreement for unrestrained AMBER99

Table 3. Free Energy Results (kcal/mol at 300 K) of Unrestrained and Restrained Simulations for the Thermodynamic Cycles of
GCGC —iGiCiGiC, GGCC —iGiGiCiC, CGCG—iCiGiCiG, and CCGG — iCiCiGiG Using TI Approach with Revised Torsions

for AMBER99 Force Field

AG’, — 2AG%

revised torsions

thermodynamic cycle none” 2" yay® yayett yayeCht AG’, — AG%*
Unrestrained Simulations
GCGC — iGICiGiC 87 —12+ 04 —07 412 —134 1.0 07+ 1.0 —30404
GGCC — iGIGICiC 10.5 13406 0.1+24 —62+24 35424 —21404
CGCG — iCiGiCiG - —08+ 1.6 0.0 + 0.4 02+ 19 04+ 10 —22404
CCGG — iCiCiGiG - 45+ 16 1.7+ 1.0 2.1+34 09 +24 —04+0.3
rmsd® 12.2 2.7 2.2 2.8 2.0 —
Restrained Simulations®
GCGC — iGiCiGiC —14 (=3.0) - - —18+04 ~15+02 30404
GGCC — iGiGiCiC —1.5 (—24) - - —14£02 —14£02 —2.1404
CGCG — iCiGiCiG —1.1 — — —12+04 —1.0+£02 —22+04
CCGG — iCiCiGiG —04 - — —0.5+04 —0.5+04 —04 1+ 0.3
rmsd" 1.0 0.9 1.0 -

“These values are experimental results at 300 K.'® Error limits assume +4% error for each AG®*® " none = AMBER99, y = AMBER99y,'* yay =
AMBER99y'* + parmbsc,** yaye = AMBER99y + parmbsc + AMBER99EZ, yayelf = AMBER99TOR (see Supporting Information for the
definitions of these force fields). “rmsd = (*/, 3/ I(AGgalculated,i — AGOmeasured,i)Z)l/ 2 where AG® icutated = AG®, — 2AG%, AG® ensured = AGY, — AGY,
and i stands for results of each thermodynamic cycle. “ Values not in parentheses are for simulations with dihedral restraints (see Supporting Infor-
mation). Values in parentheses are simulations with positional restraints. Restraint weight of 10 kcal/mol A* was applied to backbone heavy atoms in
single-strand MD simulations to force them to sample around A-form conformations. No restraints were used in duplex simulations for these

calculations.

177 dx.doi.org/10.1021/ct200557r |J. Chem. Theory Comput. 2012, 8, 172-181
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Table 4. All-Atom RMSD (A) Results and Total Overlap Area of the Stacked Base Pairs for Duplex Simulations of (CCGG),,
(CGCQG),, (GCGC),, (GGCC),, (iCiCiGiG),, (iCiGiCiG),, (iGiCiGiC),, and (iGiGiCiC), with AMBER99TOR"

duplex <15 (%) <3.0 (%) overlap area’ (A?) duplex
(GCGC), 39 +£29 98 £S5 10.6 + 0.3
(GGCC), 474+ 16 100+ 0 7.14+0.1
(CGCG), 28415 95+ 6 7.0 & 0.0
(CCGG), 15+6 51+33 45400

(iGiCiGiC),
(iGiGiCiC),
(iCiGiCiG),
(iCiCiGiG),

<1.5 (%) <3.0 (%) overlap area” (A%) AG% — AG%°
64 £ 18 100+ 0 104 £ 0.1 —3.0
85+6 100+ 0 6.7 0.0 —2.1
22+ 12 82 428 6.5+0.1 —2.2
29 £ 16 95 + 10 48 £0.1 —0.4

“ For each duplex, four individual MD simulations of 50 ns were run at 300 K, yielding a total of 200 ns. Structures were saved every 0.5 ps for rmsd
analysis. " Total overlap area of the stacked base g}airs excluding exocyclic groups was calculated with 3SDNA>® using all the snapshots extracted from the
trajectories at intervals of 0.5 ns. “ AG®; and AG’, are duplex formation free energies of structures with GC and iGiC base pairs, respectively, at 300 K.*®

calculations suggests poor sampling of the conformational
space. These results suggested that revisions of torsional param-
eters could improve agreement between calculations and
experiments.

To test the effects of adding revised torsional parameters, un-
restrained TT calculations were done on all four systems shown in
Figure 2. Specifically, unrestrained calculations were done with
AMBER99y ", AMBER99y with ¢/ parameters from parmbsc™*
(xavy), and with further revision of parameters for £/ (yayeQ),
or ¢/C and f (yayeCf, AMBER99TOR) as developed here
(Table 3).

As shown in Table 3, all revisions improved agreement be-
tween predictions and experiments relative to AMBER99 calcu-
lations for GCGC — iGiCiGiC and GGCC — iGiGiCiC. Re-
vision of ) parameters provided a large improvement of
10—12 kcal/mol at 300 K. Revisions for other dihedral parameters
were tested against experimental results for all four thermody-
namic cycles shown in Figure 2. AMBER99TOR gave the best
rmsd of 2.0 kcal/mol between predictions and experiment, but
AMBER99y mixed with a/y parameters taken from parmbsc
was similar with an rmsd of 2.2 kcal/mol (Table 3).

Relatively large error limits of 2.4 kcal/mol were found for
AMBER99TOR calculations of GGCC —iGiGiCiC and CCGG —
iCiCiGiG (Table 3). Nevertheless, the calculated values of
AG®, — 2AGY; for these transformations are within 1.4 kcal/mol
of the experimental AG®, — AG®,, well within experimental
error. In contrast, the calculated values for GCGC — iGiCiGiC
and CGCG — iCiGiCiG have error limits of 1.0 kcal/mol, but
values of AG®, — 2AGY% differ from AG®, — AG®; by 2.3 and
2.6 kcal/mol, respectively. These comparisons suggest a differ-
ence in the behavior of sequences with 5'GG/3'CC and 5'iGiG/
3'iCiC nearest neighbors and those without adjacent G’s. Root-
mean-square deviation analysis of each A simulation with
AMBER99TOR showed that all the duplex transformations
(corresponding to AG®, in Figure 2) sample pure A-form con-
formations over 80% of the time while the single-strand trans-
formations (corresponding to AG’; in Figure 2) behave differ-
ently for sequences with $'GG/3'CC nearest neighbors (see
Supporting Information). The single-strand transformations of
CGCG — iCiGiCiG and GCGC — iGiCiGiC sample A-form
conformations 47% of the time on average, whereas the single-
strand transformations of CCGG — iCiCiGiG and GGCC —
iGiGiCiC sample A-form only 21% of the time on average (see
Supporting Information). As a result, errors for the thermo-
dynamic cycles of CCGG — iCiCiGiG and GGCC — iGiGiCiC
are 2.4 kcal/mol while they are 1.0 kcal/mol for the cycles of
CGCG — iCiGiCiG and GCGC — iGiCiGiC (Table 3). The
more the single-strands sample A-form conformations in a thermo-
dynamic cycle, the lower the error.

A study of the ability of AMBER99 to predict experimentally
observed'” relative populations of sheared and imino hydrogen
bonded GA pairs in RNA duplexes found that the best agreement
required restraining backbones to be similar to those known for
the NMR structures.>! As described above, restraining backbones
to A-form conformations dramatically increased agreement of
AMBER99 calculations with experiment. To test the effects of
dihedral restraints on revised versions of AMBER99, calculations
were done with AMBER99TOR and AMBER99y, with a/y and
€/ revisions (Table 3). In both cases, agreement with experi-
ment was improved with RMSDs of 1.0 and 0.9 kcal/mol, re-
spectively, and error limits were reduced to 0.4 or fewer kcal/mol.
Even with dihedral restraints, however, experimental and calcu-
lated values sometimes differ beyond error limits. The results
suggest that the force field can be refined further. It is encoura-
ging, however, that the CCGG — iCiCiGiG transformation is
predicted to have the smallest AG®, — 2AG®;, which agrees with
experiment.

3.4. Predicted Dynamic Stabilities with AMBER99TOR
Force Field. The predicted dynamic stability of duplexes pro-
vides another test of force fields. For each duplex, four individual
MD simulations of 50 ns each were run with the AMBER99TOR
force field and then combined for an rmsd analysis. The per-
centage of structures having all-atom rmsd less than 1.5 or 3.0 A
were calculated (Table 4). rmsd <1.5 A and rmsd <3.0 A
represent, respectively, essentially the starting A-form conforma-
tion and A-form-like conformations.

Table 4 shows the percentage of structures in A-form and
A-form-like conformations for the duplexes over 200 ns of un-
restrained MD with the AMBER99TOR force field. All duplexes
except r(CCGG), spent more than four-fifths of time in A-form
and A-form-like conformations. The results suggest that
r(CCGG), may have unusual dynamics for its terminal base
pairs, e.g., “fraying”. The MD simulations for the other sequences
indicate that A-form-like conformations are essentially stable for
at least 50 ns with the AMBER99TOR force field. MD simula-
tions of single-strands show that A-form conformations are
sampled rarely while even A-form-like conformations are sampl-
ed less than 60% of time (see Supporting Information).

3.5. Comparison between Predicted Values of f and
Those Observed in Crystal Structures. QM calculations on
model system (ii) in Figure 3 predict a shallow dependence of
energy on the  dihedral angle (Figure 6). Crystal structures of
RNA, however, show a strong preference for § ~ 180°,°%% ag
does the AMBER99 potential (Figure 6). Histogram analysis of
unrestrained 50 ns MD simulations with AMBER99TOR that
correspond to a total of 3.2 us simulation time shows two popu-
lations preferred by 8 (Figure 7). The dominant region has f3
around 180°, while the minor region is around 80°. While low

dx.doi.org/10.1021/ct200557r |J. Chem. Theory Comput. 2012, 8, 172-181



Journal of Chemical Theory and Computation

0.03—

o

o

N}
T

Frequency

0 60 120 180 240 300 360
B dihedral

Figure 7. Population distribution analysis for 3 torsion of MD simula-
tions with AMBER99TOR. Black, red, and green curves represent
results including all, duplex, and single-strand MD simulations, respec-
tively. Terminal 3 torsions (free 5’OH) were omitted from calculations.

values of 3 are rarely seen in RNA crystals, they are seen in RNA
S-motifs.>®

The [ dihedral is coupled with o and y torsions. Cluster
analysis of the unrestrained MD simulations showed that there
are three (@, 3, y) populations; 66% in (300°, 180°, 60°), 17% in
(180°, 80°, 180°), and 13% in (300°, 80°, 180°). Even though
there are three regions preferred by (¢, f, ¥), 3D structures
created by these combinations are similar (see Supporting
Information). Crystal structures analyzed by others®®*” are much
bigger systems compared to tetramers discussed here. This might
explain why we see 30% of structures with low 3 values. It is also
possible that this low 5 region might have importance for back-
bone dynamics such as in base unstacking and base pair opening.

3.6. Comparison between Sequence Dependence of Free
Energy Differences and Overlap of Bases. There is a paralle-
lism between AG’, — AGY; values for the cycles shown in
Figure 2 and total overlap areas of stacked base pairs for the
duplexes studied (Table 4). Total overlap areas of stacked base
pairs for (GCGC), and (iGiCiGiC),, (GGCC), and (iGiGiCiC),,
(CGCG), and (iCiGiCiG),, (CCGG), and (iCiCiGiGi), are
around 10.5, 6.9, 6.8, and 4.7 A?, respectively, in parallel with ex-
perimental AG’; — AG®, results for the corresponding thermo-
dynamic cycles (Table 4). This suggests that the thermodynamic
differences between duplexes with CG and iCiG pairs may
be primarily due to differences in stacking interactions, which
result from different electron distributions in the ring systems.

4. DISCUSSION

Force fields for proteins have proven to be extremely useful for
providing insight into protein folding, function, and design.**~*
Much less effort, however, has been applied to development and
testing of force fields for RNA. The emerging recognition that
RNA has many different cellular functions' °® and that many
RNAs are potential therapeutic targets””**~* increases the
importance of force fields for RNA.

A key aspect of RNA is base orientation with respect to sugar.
This orientation is controlled by the y torsions, which define
whether a nucleotide is in syn or anti conformation. Revision of
torsion parameters to give the AMBER99y force field improves
structural and thermodynamic predictions for cytidine and uridine*

and structural predictions for tetraloop hairpins.'> For example,
AMBER99 prefers syn base orientation for pyrimidines, while
AMBER99y prefers anti base orientation.** Additionally, AMBER99
prefers either syn or high-anti base orientations for purines, while
AMBER99y prefers syn or anti base orientations.'* Structural
analysis of single-stranded r(GACC) with NMR showed that it
prefers A-form-like conformations. AMBER99, however, rapidly
generates random coil conformations for r(GACC) while
AMBER99y prefers A-form-like conformations for most of the
first 700 ns of an unrestrained MD simulation.'® After 700 ns,
however, a stable conformation and random coil ensemble were
generated that are inconsistent with NMR spectra.

A different reparameterization of x** has been tested along
with AMBER99y for ability to maintain known RNA structures
during unrestrained MD simulations.">** Both revisions per-
formed better than AMBER99 and similarly to each other even
though there were many differences in the details of methods
used for parametrization.'*** Thus, there is consensus that param-
eters for ) are important for accurately modeling RNA.

Here, various versions of AMBER99 are developed and bench-
marked against measured differences in the free energies of
duplex formation by tetramers with GC or iGiC base pairs.'®'¥?%%”
Comparisons between measurements and computations are based
on the thermodynamic cycles shown in Figure 2, and the results
are listed in Table 3.

Relative to AMBER99, AMBER99y improves agreement be-
tween experiments and predictions for the GCGC — iGiCiGiC
and GGCC — iGiGiCiC cycles by about 11 kcal/mol at 300 K,
corresponding to a 10° improvement in prediction of relative
equilibrium constants. When AMBER99y is tested against
further refined force fields, the best agreement with experiment
for all four cycles shown in Figure 2 is found with AMBER99-
TOR, which includes a/y parameters from the parmbsc force
field,** along with new parameters developed here for ¢/ and 8
(Tables 2 and 3). These additional parameters improve the rmsd
comparison by 0.7 kcal/mol at 300 K, corresponding to a 3-fold
improvement in prediction of relative equilibrium constants. The
largest improvement, however, is 3.6 kcal/mol for CCGG —
iCiCiGiG at 300 K, corresponding to a 400-fold improvement in
relative equilibrium constants.

TI calculations without restraints or with dihedral restraints
did not predict the magnitudes of all the experimental results
within error limits (Table 3). This implies that approximations
can be improved. The free energy differences for formation of
duplexes from single strands depend on many interactions,
including stacking, hydrogen bonding, and solvent interactions
in both single strands and duplexes. For example, treatment of
van der Waals interactions may need revision for RNA force
fields to better predict experimental results. Free energy differ-
ence calculations provide useful benchmarks for testing such
force field revisions.

The ability of force fields to maintain known 3D structures is
another test. Here, NMR spectra (Figure 4 and Supporting Infor-
mation) show that (iGiGiCiC), is an A-form duplex. All the other
duplexes are also expected to be A-form except for occasional
fraying of terminal base pairs. As shown in Table 4, results from
four unrestrained 50 ns MD simulations for each of the eight
duplexes studied are consistent with this expectation. It is en-
couraging that AMBER99TOR appears to provide reasonable
results for both free energy calculations and dynamics of tetramer
duplexes containing either GC or iGiC pairs.
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The results presented here show that AMBER99y and AM-
BER99TOR improve predictions of the sequence dependence of
thermodynamics for several tetramer duplexes and that MD
simulations with AMBER99TOR usually retain A-form like
structure for at least S0 ns. The revised force fields have not
been tested on larger RNAs. It would be surprising, however, if
they did not also work well for larger RNAs where the accessible
folding space is more limited by volume exclusion.

5. CONCLUSION

Differences in stabilities of short RNA duplexes provide tests
of computational methods and force fields. The tests are
especially stringent because the calculations include single strands,
which have conformational flexibility without much restriction
from volume exclusion or hydrogen bonding. Comparisons
between measured and predicted stabilities of tetramer duplexes
with either GC or iGiC base pairs reveal that reparameterization
of torsions can improve agreement between experiment and
computations by roughly 10 kcal/mol at 300 K, corresponding to
an improvement of about 107 in relative equilibrium constant.
Most of the improvement relies on new parameters for the y
torsion. The new parameters also largely retain A-form like struc-
tures in 50 ns long MD simulations. The revised parameters
should improve computations of properties for RNA loops.
Loops are often important for function and have weaker interac-
tions and more dynamics than stems. The results also indicate,
however, that computations can be further improved.
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