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ABSTRACT

Introduction: Colorectal cancer (CRC) is one of the most common malignancies and cause of cancer 

mortality worldwide. Given the importance of predicting the survival of CRC patients and the growing use 

of data mining methods, this study aims to compare the performance of models for predicting 5-year 

survival of CRC patients using variety of basic and ensemble data mining methods. Methods: The CRC 

dataset from The Shahid Beheshti University of Medical Sciences Research Center for Gastroenterology 

and Liver Diseases were used for prediction and comparative study of the base and ensemble data min-

ing techniques. Feature selection methods were used to select predictor attributes for classification. The 

WEKA toolkit and MedCalc software were respectively utilized for creating and comparing the models. 

Results: The obtained results showed that the predictive performance of developed models was alto-

gether high (all greater than 90%). Overall, the performance of ensemble models was higher than that of 

basic classifiers and the best result achieved by ensemble voting model in terms of area under the ROC 

curve (AUC= 0.96). Conclusion: AUC Comparison of models showed that the ensemble voting method 

significantly outperformed all models except for two methods of Random Forest (RF) and Bayesian Net-

work (BN) considered the overlapping 95% confidence intervals. This result may indicate high predictive 

power of these two methods along with ensemble voting for predicting 5-year survival of CRC patients.

Keywords: colorectal cancer, survival, data mining, machine learning, AUC.

1. INTRODUCTION
Colorectal cancer (CRC) is the third 

most common cancer and the fourth 
leading cause of cancer morality in the 
world. Predicting survival in patients 
with CRC is essential to determine 
their eligibility to participate in clinical 
trials, development of treatment plan-
ning and follow-up programs (1, 2).

Given the quite strong correlation 
between the stage and the prognosis of 
cancer, the staging systems developed 
by medical experts by using just 3 pre-
dictive factors including tumor extent, 
regional lymph node metastasis and dis-
tant metastasis, have been commonly 
used to predict survival of CRC pa-
tients (2, 3). These systems, while are 
convenient, and easy to understand, 
still have their own faire share of lim-
itations. To begin with, survival time in 
patients with the same stage of cancer 
varies, depending on the individual 
case. Moreover, the survival prediction 
for advanced cancer patients is even less 
accurate (4). That is because the out-

come of CRC patients relies heavily on 
not only the anatomical extent of the 
disease but also many factors related to 
the patient and the tumor (1).

The complex procedures of pre-
dicting survival rate are not easy when 
considering the dozens or even hun-
dreds predictive factors that the phy-
sicians has to evaluate. In these cases, 
physicians’ experience and conven-
tional techniques do not generally 
work. Instead it seems necessary to rely 
on unconventional, intensively compu-
tational approaches such as data mining 
(5). Data mining is a set of methods 
based on machine learning in order to 
develop accurate prediction models. 
In other words, data mining is a pro-
cess that extracts knowledge from a set 
of data using intelligent techniques (6, 
7). A variety of data mining methods 
which have been widely utilized in 
cancer prediction and prognosis are 
Decision Trees (DTs), Artificial Neural 
Networks (ANNs), Bayesian Networks 
(BNs) and Support Vector Machines 
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(SVMs) (8). The research conducted by Snow et al is one of 
the first studies that predicted 5-year survival of CRC pa-
tients using data mining methods (9). While the studies of 
(10-15) were used one data mining method to develop a pre-
dictive model, the majority of the works makes use of sev-
eral data mining techniques (5, 16-18). More recently, the en-
semble methods have received increasing attention in which 
multiple learning algorithms used to obtain better predictive 
performance (19-21).

2. AIM
Given the significance of accurate prediction of survival 

rate and the growing reliance on a variety of data mining 
methods, this study aims at comparing the efficiency of pre-
diction models based on multiple basic and ensemble data 
mining methods for 5-year survival of CRC patients. Ap-
plying data mining methods in the prediction of survival of 
CRC patients can assist physicians, researchers and healthcare 
centers to better predict patient’s survival and consequently 
make better treatment planning, follow-up programs and 
prioritize healthcare resources. In addition, the obtained 
comparison results may also be taken into consideration by 
data mining and medical informatics specialist when se-
lecting proper classifiers for decision support systems.

3. PROGNOSTIC FACTORS OF CRC
According to our survey, several prognostic factors have 

been proposed for CRC in the literature. Compton et al re-
viewed more than 200 studies on the prognostic factors for 
CRC and classified these factors into five categories. The first 
category is the factors that are proven by statistical certainty 
and are practically applied in patient’s treatment decisions 
which are tumor extend, regional lymph node metastasis, 
lymphovascular invasion, carcinoembryonic antigen (CEA) 
and residual tumor following surgery. The second category 
of factors are extensively studied clinically and biologically 
and included in pathological reports and validated in statis-
tical studies. These factors include tumor grade and residual 
tumor following palliative resection. The third category is 
the factors that lack sufficient data for inclusion in the first 
and second categories, but have been introduced as prog-
nostic factors in many studies. These factors include histo-
logical type, high level of MSI (MSI-H) and tumor border 
configuration. The fourth category is factors such as DNA 
content and all other molecular markers that have not ade-
quately examined and finally, the fifth category is the factors 
which have no prognostic value according to the results of 
conducted studies (22).

Further investigation into CRC prognostic indicators 
could result in the introduction of totally new factors or even 
may alter the significance of already existing and known fac-
tors. For instance, BMI have been recently found to serve 
as powerful prognostic (predictive) indicator. These studies 
have shown that although there is almost direct relationship 
between being overweight and different types of cancer, 
after the onset of the disease, the prognosis of patients with 
slightly overweight is better than those with normal BMI 
(23, 24). Overall, the prognostic factors of CRC which have 
been mainly presented in the literature and need to be con-
sidered in the modeling of survival prediction are: tumor ex-

tension, regional lymph node metastasis, distant metastasis, 
stage (cancer stage), tumor grade, CEA, lymphovascular in-
vasion, BMI, residual tumor following surgery, residual 
tumor following palliative resection, inherited or acquired 
type of cancer, histological type, bowel obstruction or perfo-
ration, intestinal inflammatory disease (IBD), hypertension, 
treatment methods, diabetes, tumor location, age, gender, 
smoking, education level, MSI-H, tumor border configura-
tion, DNA content (22-31).

4. MATERIALS AND METHODS
4.1. Dataset
This retrospective study uses data from Cancer Registry 

Center of Research Center of Gastroenterology and Liver 
Disease, Shahid Beheshti University of Medical Sciences, 
Tehran, Iran. Originally, the dataset contains 1127 records 
and 36 raw attributes of CRC patients who registered during 
January 2002 to 2007. The death of the patient was con-
firmed through contact with family and relatives. The cause 
of death in all patients was CRC and survival time was cal-
culated in term of month. The data attributes can be broadly 
classified as demographic attributes (such as, age, gender, oc-
cupation, marital status), diagnosis attributes (such as pri-
mary site), tumor characteristics attributes (such as histology, 
tumor grade, tumor size, stage) treatment and outcome attri-
butes (such as survival time, cause of death) which gathered 
using interview and pathology reports stored in cancer reg-
istry forms.

4.2. Preprocessing
Raw data is rarely suitable for data mining and need to be 

processed before final analysis. This phase that is commonly 
called as data preprocessing is known that it is very often time 
consuming and compute intensive (32, 33). In the data pre-
processing, any of data cleaning operation (such as removing 
or replacing missing values, identifying and eliminating out-
liers), data transformation (such as integration, normalization 
and construction of new features), data balancing and features 
selection might be done when necessary (34).

For the sake of preprocessing, variables that were not iden-
tified as prognostic factors based on previous studies or were 
not included either in calculation or creation of new variables 
were excluded. After removing these irrelevant attributes, 
we were left with 21 attributes including Age at Diagnosis 
(Dx), Gender, Marital Status at Dx, Ethnicity, BMI, Hyper-
tension, Diabetes Mellitus, Familial History of Cancer, Per-
sonal History of Cancer, Bowel Obstruction, Bowel Perfo-
ration, Site (tumor location), Histological Type, Tumor Size, 
Tumor Grade, Tumor Extension, Regional Lymph Node 
Metastasis, Distant Metastasis, Tumor Stage, IBD, Treatment 
Methods. Furthermore, the records in which 5-year survival 
could not be determined due to being lost follow-up were ex-
cluded as well as the records with missing values of key vari-
ables including tumor extension, regional lymph node me-
tastasis, distant metastasis and tumor stage. Missing values of 
other variables were less than 10% which imputed using the 
K-Nearest Neighbors (KNN) algorithm (35). Subsequently, 
the instances were classified by response variable into two 
groups as survival (patients who survived five years after the 
diagnosis date) and non-survival (patients who did not sur-
vived five years after the diagnosis date).
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Following this, 261 records were left in which the number 
of survival (26%) and non-survival (74%) patients was a sig-
nificant imbalance. Since this imbalance in data can poten-
tially affect the performance of the developed model (36, 37), 
Synthetic Minority Oversampling Technique (SMOTE) (38) 
was employed in WEKA to address this problem. Using this 
technique the dataset were approximately balanced and the 
resulting total number of records increased to 395 in which 
201 instances (51%) related to survival and 194 instances (49%) 
related to none-survival patients.

Finally, since feature selection techniques can improve the 
predictive performance of models by selecting the most in-
formative subset of variables (32, 39), we applied both filter 
and wrapper methods to select the predictor variables from 
the 21 existing variables in the original dataset. Compared 
with the feature sets selected by filter method, the 16 features 
selected by the wrapper method provided better classification 
results. These features shown in Table 1, were used to con-
struct models. Thus, the research dataset left with 17 vari-
ables and 395 records in which 16 columns indicate the fea-
tures and one column indicates the response variable.

5. MODEL DEVELOPMENT
Herein several different types of supervised classification 

methods in WEKA toolkit were employed to predict sur-
vival of CRC patients, at the end of 5 years of diagnosis. The 
basic classifier methods encompasses C4.5 (using Weka’s J48), 
SVM (using Weka’s SMO), Naive Bayes (NB, using Weka’s 
WAODE), BN, ADTree, Radial Basis Function (RBF, using 
Weka’s RBFNetwork), REPTree, KNN (using Weka’s KStar) 
and RF were used to generate classier models along with en-
semble classifiers of bagging and voting. Generally speaking, 
ensemble classifiers are a type of meta model that use a set 
of base classifiers as input to a combination function (32). In 
this study, ensembles methods are of two types, namely bag-
ging and voting (using Weka’s vote). Bagging as the acronym 
of bootstrap aggregating, is a homogenous ensemble method 
which constructs component classifiers of a same type on dif-
ferent bootstrap replicates of the dataset and combines pre-

diction by a simple majority voting across (40), whereas en-
semble voting is a heterogeneous method which uses different 
classifier over the same dataset and able to combine predic-
tion generated by each classifier in different ways like average 
of probabilities, majority voting and median (32). Herein the 
average of probabilities was chosen since all the ways gave 
similar results.

It is worth noting that the RF algorithm is very much like 
the bagging algorithm, but specifically designed for deci-
sion trees (40, 41). In other words RF is hard wired to Ran-
domTree and cannot use other base classifiers as underlying 
learner. That is why it was regarded as a base classifier in this 
study. A group of basic classifiers were selected to be used in 
theses ensembles methods. The bagging models used C4.5, 
REPTree, NB, ADTree, RBF, SVM, BN, KNN classifiers 
as base learners. The voting model used SVM, C4.5, RF, BN 
and NB as base learners. Finally 9 individual basic, 8 bagging 
models and a voting ensemble classifier were used to generate 
18 models for survival prediction of CRC patients, at the end 
of 5 years of diagnosis.

For evaluation purposes, stratified 10 fold Cross-valida-
tion (CV) method was employed in order to avoid over-fit-
ting problem. In this approach, the dataset is split into 10 
stratified segments, and this operation is performed 10 times, 
each time all folds but one are used for training and the re-
maining single fold is used for testing. Therefore, the overall 
result is the average of the 10 sub results (32, 42, 43). Further, 
the performance of the prediction models were measured by 
the AUC, since AUC is considered as the most widely used 
metric to measure the ability of the model to discriminate be-
tween the different class values (44). In addition, the method 
of DeLong et al was used to compare the difference between 
two ROC curves in MedCalc software. The significant level 
was defined at 0.05.

6. RESULTS
A total of 18 models have been developed to predict 5-year 

survival of CRC patients. These models include 9 basic in-
dividual classifier, 8 ensemble bagging models together with 
an ensemble voting model of five basic classifiers including 
SVM, C4.5, RF, BN and NB. From the foregoing, the re-
search database on which the models were built, composed 
of 17 variables (table 1) and 395 records in which 16 columns 
indicate the features and one column indicates the response 
variable.

Figure 1 indicates the corresponding performance of de-
veloped models in terms of AUC for results of the 5-year sur-
vivability.

As it can be seen in Figure 1, AUC statistics for all devel-
oped models is above 0.90. In other words all models per-
form over 90%. This statistics is generally higher in ensemble 
models than basic individual models, among which the 
highest efficiency is reported in voting method (AUC = 0.96). 
The differences in predictive performances between basic and 
ensemble models are studied by using statistical analysis in 
MedCalc software in which the equality of the surfaces area 
under the ROC curves was tested by defining the significant 
level at 0.05. The results are shown in Table 2.

According to Table 2, the significant performance differ-
ence exist between ensemble bagging methods and individual 

variable Subgroup of variable

1 Age at Diagnosis <45, 45-65, >45

2 Gender Female, Male

3 Marital Status at Diagnosis Married, Others

4 Ethnicity Fars, Kord, Lor, Turk, Others

5 BMI <18.5, 18.6-24.9, 25-29.9, >30

6 Diabetes Mellitus Positive, Negative

7 Familial History of Cancer Yes, No

8 Bowel Obstruction Positive, Negative

9 Bowel Perforation Positive, Negative

10 Tumor Size <35, >35

11 Primary Tumor T1 , T2 , T3 , T4

12 Regional Lymph Nodes N0 , N1 , N2

13 Distant Metastasis M0 , M1

14 Stage a I , II , III , IV

15 First treatment Surgery, Others b

16 IBD c Positive, Negative

a Bases on the TNM system
b Radiotherapy, Chemotherapy, Immunotherapy
c Inflammatory Bowel Disease

Table 1. Selected data set attributes
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basic classifi ers include C4.5 and REPTree, but this diff erence 
was not observed in other basic classifi ers. In other words, en-
semble bagging did not improve the predictive performance 
of SVM, BN, NB, KNN, RBF and ADTree basic classifi ers 
(P>0.05). Additionally from Figure 1 it is clear that ensemble 
voting method yielded the best prediction performance in 
terms of AUC, although it was found not to be signifi cantly 
better than the RF and BN, at 5% signifi cance level.

7. DISCUSSION AND CONCLUSION
The present study predicted the 5-year survivability of 

CRC patients by conducting a comparative study of basic 
(C4.5, SVM, NB, ADTree, RBF, REPTRee, KNN, BN and 
RF) and ensemble (bagging and voting) classifi er methods. 
The wrapper feature selection method was used to select 16 
relevant variables, while the SMOTE technique was applied 
to resolve imbalanced data problem. Finally, the diff erences 
in predictive performances between the models were mea-

sured by comparing the AUCs using MedCalc software, 
while the signifi cant level was defi ned at 0.05.

The obtained results showed that all built models have 
achieved high classifi cation performance. Overall, the en-
sembles performed better than the individual base classifi ers 
in terms of AUC. Similarly, the ensemble voting was found 
to result in the best prediction performance and showed the 
highest AUC of 0.96 which is consistent with the previous 
studies (19-21). However ensemble voting could not signifi -
cantly improve predictive performance of RF and BN clas-
sifi ers. Even though recent results in solving classifi cation 
problems indicate that the use of ensembles often leads to im-
proved performance over using single classier models (45), 
it is diffi  cult to see any advantages of using ensemble voting 
method over the RF and BN classifi ers, based on the fi ndings 
of this study.

Similar to the fi nding of (18, 19, 21), this study proposed 
the RF method as a robust and powerful machine learning 
technique to predict survival in patients with CRC. In ad-
dition, in our experiments, we found the BN method not 
only could accurately estimate survivability of CRC patients 
but also could easily be understood by those who need to 
use it. This is critically important in medicine area since the 
studies have shown that the clinicians are reluctant to accept 
black-box models. Domain experts may select the fi nal model 
based on its performance and ability to explain (46).

Obviously, accurate prediction of survival in patients with 
cancer could support clinical decisions and improve insti-
tutional performance in cancer management, which may 
be achieved by utilizing correct data mining algorithms in 
making decision support systems. One way to motivate why 
particular data mining techniques were suitable for a par-
ticular learning task is through comparative studies (47). 
Looking at the fi ndings of this comparative study, we can 
conclude that the RF, BN works as good as ensemble voting 
method which may make them appealing techniques when 
selecting suitable data mining models for decision support 
systems.

This study has some limitations. Firstly, the research da-
tabase lacks prognostic factors such as lymphovascular inva-
sion, CEA and residual tumor after surgery which evidence 
suggests that may have an impact on survival prediction in 
CRC patients. Secondly, this study is a retrospective single 
center experience. Finally, due to the relatively small data-
base size, the study may not have been powered enough to 
assess the generality of the models. Therefore, it will be of 
great interest to see how it performs in diff erent settings in 
order to integrate the patient’s dataset and increase reliability 
of results for future researches.
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Bb (SVM) ~ SVM 0.5264 No

B  (BN) ~ BN 0.9009 No

B  (NB) ~ NB 0.7327 No

B  (ADTree) ~ ADTree 0.1683 No

B  (KNN) ~ KNN 0.5433 No

B  (RBF) ~ RBF 0.1153 No

B  (C4.5) ~ C4.5 0.0032 Yes

B  (REPTree) ~ REPTree 0.0001 Yes
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Voting ~ RF 0.1873 No

Voting ~ BN 0.0982 No

Voting ~ SVM 0.0243 Yes

Voting ~ NB 0.0010 Yes

Voting ~ ADTree 0.0059 Yes

Voting ~ KNN 0.0009 Yes

Voting ~ RBF 0.0002 Yes

Voting ~ C4.5 0.0001 Yes

Voting ~ REPTree 0.0001 Yes

Vo
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g 
~
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Voting ~ B (BN) 0.0720 No

Voting ~ B (SVM) 0.0379 Yes

Voting ~ B (ADTree) 0.0372 Yes

Voting ~ B (NB) 0.0010 Yes

Voting ~ B (RBF) 0.0022 Yes

Voting ~ B (KNN) 0.0013 Yes

Voting ~ B (C4.5) 0.0120 Yes

Voting ~ B (REPTree) 0.0001 Yes

a  Confi dence Interval, b  Bagging

Table 2. Comparison of the AUC for Developed Models with CIa =95%
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