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Photoinduced electron transfer is studied in a series of inclusion
complexes of structurally modified phenine nanotubes (pNT)
with C70 using the TD-DFT method. Analysis of electronic
properties of the complexes shows that the electron transfer is
infeasible in pNT_4d�C70 built on the tetrameric array of [6]
cyclo-meta-phenylene ([6]CMP) units. However, replacing one

or more [6]CMP units with a coronene moiety enables electron
transfer from pNT to C70. The generation of the charge
separated states from the lowest locally excited states occurs
on a sub-nanosecond time scale. Depending on the number of
the [6]CMP units, the charge recombination rate varies from
1.8 ·107 to 3.1 · 102 s� 1, i. e., five orders of magnitude.

1. Introduction

Carbon nanotubes (CNTs) are extended cylindrical molecules
composed exclusively of hexagonal units of sp2 hybridized
carbon atoms. Since their discovery in 1991,[1] CNTs have drawn
enduring attention of researchers due to their unique structural,
thermal, electronic, and dynamic properties.[2–4] The combina-
tion of these properties makes CNTs one of the most promising
elements of nanoelectronics.[5–7] The most advantageous ap-
proach to synthesis of structurally uniform CNTs is the bottom-
up organic synthesis using carbon nanorings as templates and
aliphatic alcohols[8] as the carbon source.[9,10] The use of π-
extended nanorings constructed of polyaromatic hydrocarbons
as a template can be of considerable advantage. The synthesis
of the nanorings on the basis of conjugated polyaromatic
hydrocarbons, such as naphthalene, chrysene, pyrene, and even
gigantic hexa-peri-hexabenzocoronene (HBC) has already been
reported.[11–14]

The introduction of structural entities, such as topological
defects, vacancies, and deformations in CNTs greatly increases

their diversity and strongly affects their properties. The
formation of the modified systems usually takes place during
the growth process of CNT or may be caused by external
factors.[15] It has been demonstrated that the inclusion of
structural defects even in small amounts can dramatically
change electronic transport in nanotubes.[16–18] The controlled
modification of a nanotube appears to be an extremely
tempting approach allowing its properties to be fine-tuned.

Recently, Sun et al.[19] reported CNT-like molecules made up
of non-conjugated benzene rings synthesized by replacing the
trigonal sp2-carbon atoms of the CNT with trigonal 1,3,5-
trisubstituted benzene (phenine) units. Such nanotubes known
as phenine nanotubes (pNT) possess six-atom vacancy defects
that occur periodically in the cylindrical graphite sheets.

Furthermore, the segments of the carbon nanotubes can
serve as hosts for π-conjugated molecules with a convex
surface, such as fullerenes.[20] The formation of supramolecular
host–guest complexes has been reported for many nanorings
as well as pNTs.[19] Very recently, we have compared photo-
induced electron transfer (PET) properties for 1 : 1 inclusion
complexes of C70 fullerene with cyclic tetramer of hexa-peri-
hexabenzocoronene ([4]CHBC), which is structurally similar to
pNT.[21] We have found that the charge transfer states can
efficiently be populated in the [4]CHBC�C70 complex, while the
vacancy defects in the pNT�C70 dramatically change its
electronic character and electron transfer becomes infeasible.
The completely different response of [4]CHBC�C70 and pNT
�C70 to photoexcitation prompted us to consider in detail the
effect of the structural changes in pNT on the PET properties of
the host-guest complexes.

Here we report a TD-DFT study of the electronic properties
for inclusion complexes of the fullerene C70 and pNTs that have
different numbers of vacancies. We show that the number of
such defects can strongly influence the PET properties of the
complexes by activating or deactivating charge separation, and
determining the effectiveness of charge recombination proc-
esses.
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2. Results and Discussion

2.1. Ground State Properties

The pNT can be considered as a tetrameric array of [6]cyclo-
meta-phenylenes ([6]CMP). It contains four six-atom vacancies
as compared with [4]CHBC. By systematically replacing [6]CMP
with HBC units, we obtain five pNT_xd structures, where the
integer x is in the range of 0 to 4 and d means the six-atom
vacancy defect (see Figure 1). In order to study the influence of
the number of vacancy defects on the PET, we consider 1 :1
complexes of each pNT_xd with the fullerene C70 (Figure 1) in
their equilibrium geometries. The ground state (GS) geometries
of the modeled complexes were optimized at the BLYP-D3(BJ)/
def2-SVP level of theory (see computational methods for
details). The stability of wavefunction was tested for each
complex. A biradical nature of the systems was tested using
broken-symmetry technique. In all cases, the closed-shell singlet
state was found to be the lowest.

To estimate the stability of the complexes, the interaction
energy (ΔEint) between nanotubes and fullerene were com-
puted. For pNT_4d�C70, pNT_3d�C70, pNT_2d�C70, pNT_1d
�C70, and pNT_0d�C70 systems, ΔEint is found to be � 78.6,
� 86.4, � 77.3, � 90.3, and � 86.4 kcal/mol, correspondingly. As
seen, ΔEint does not regularly depend on x. For pNT_4d�C70

and pNT_0d�C70 complexes, two conformers were found. In
each case, one conformer corresponds to a center-symmetric
structure, where C70 is in the middle of the pNT unit, while
pNTs maintain their geometry shape as in the free state. The
second conformer has an asymmetric structure with the
fullerene close to the wall of pNTs with notable geometrical
distortions but maximizing dispersion interactions. For both
complexes, the asymmetric conformer corresponds to the
global minimum and its interaction energy is twice as strong as
in the symmetric conformer (see Figure S1, SI).

In order to gain an access to the host-guest interaction
topology, we performed a series of QTAIM[22,23] calculations. The
electron density, its Laplacian, bond critical points (BCPs) and
other topological parameters were considered (see Table S1).
The analysis revealed two types of host-guest interactions: the
π···π interaction between the π-electron systems of the subunits
and the CH···π interaction between CH groups of [6]CMP and π-
electrons of fullerene. BCPs corresponding to the CH···π
interaction were detected in pNT_4d�C70 and pNT_3d�C70,
while in other complexes only π···π interactions were observed.
In all complexes, the π···π interaction is the dominant one
(Figure S2, SI). Additionally, we compared the non-covalent
interaction (NCI) index.[24] In pNT_4d�C70, the NCI isosurface is
represented by two distinct areas in front of two [6]CMP units.
Replacing [6]CMP with HBC in pNT_3d�C70 slightly increases
the NCI isosurface by partially distributing it over the coronene
unit. In pNT_2d�C70 and pNT_1d�C70, the NCI isosurfaces are
located exactly opposite the coronenes. Replacing the [6]CMP
unit with a coronene in pNT_1d�C70 does not notably change
the isosurface. Thus, the NCI and QTAIM tools provide the
consistent description of the non-covalent interactions in the
complexes. The gradient plots of the reduced density and the
NCI isosurfaces are shown in Figures S3 and S4, SI.

As seen from Figure 1, the electronic structure of the host
pNT_4d differs significantly from the others. In particular, its
HOMO is about 1 eV lower in energy than the HOMO in the
other tubes but its LUMO is 0.6–0.9 eV higher than the other
LUMOs. We note that the orbital energies of pNT_4d are similar
to the orbital energies of its subunit – 1,3,5-triphenylbenzene
with the HOMO and LUMO energies of � 7.493 and � 0.082 eV.
In the host-guest complexes, LUMO is localized on C70, and its
ability to withdraw the electronic density is somewhat lower
than that of the isolated fullerene. The changes in LUMO
energies are between 0.32 to 0.45 eV, depending on the
complex. The energetics of HOMO, which is located on the

Figure 1. Structures of the studied complexes and their HOMO and LUMO energies. The blue rectangle with the red center denotes hexa-peri-
hexabenzocoronene unit, while the rectangle with the white center denotes [6]CMP unit.
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pNT_xd unit, remains almost unchanged (it varies by less than
0.05 eV due to the complex formation).

2.2. Singlet Excited States

Simulations of excited states were carried out by TD-DFT
method at the CAM-B3LYP-D3(BJ)/def2-SVP//BLYP-D3(BJ)/def2-
SVP level of theory. The studied complexes were divided into 2
fragments: host (pNT_xd) and guest (C70); and the electronic
density distribution was analyzed for 50 lowest excited states.
Three types of excited states were identified: (1) locally excited
(LE) states, where excitation is mostly localized either on C70

(LE1) or on the host molecule (LE2) with charge separation (CS)
smaller than 0.1 e (CS<0.1 e); (2) charge transfer (CT) states
with the electron density transferred between the fragments
and significant charge separation is observed (CS>0.8 e); and
(3) mixed states where both LE and CT states contribute
substantially (0.1 e< CS<0.8 e).

In all studied complexes, LE1 states on C70 are the lowest-
lying excited states with similar energy in the range of 2.20 to
2.28 eV. The LE2 states on host are about 1 eV higher in energy.
Note that no LE2 state is found within the studied energy range
for pNT_4d�C70 complex. Only one type of CT states, Host+*,
Guest� *, was found among the 50 lowest excited states. As
expected, the corresponding transitions GS!CT have weak
oscillator strengths (f <0.001). The energy of the CT states
depends heavily on the number of the vacancy defects in the
host molecule and ranges from 3.49 eV for pNT_4d�C70 to
2.44 eV for pNT_0d�C70 (see Table 1). The decrease in energy is
due to a higher electron-donor ability of the host unit when
passing from pNT_4d to pNT_0d. This in turn leads to a
dramatic change of the energy gap between LE1 and CT states.
The gap decreases from 1.21 eV in pNT_4d�C70 to 0.21 eV in
pNT_0d�C70 complex. The CT states Host-* Guest+* with
opposite direction of electron transfer have a significantly

higher energy and are beyond the 50 lowest excited states. In
addition, we analyzed selected excited states with the natural
transition orbital (NTO) method (Figure 2). The NTOs represent-
ing the LE1, LE2, and CT states for all of the complexes examined
are shown in Figures S5–S9.

The electronic properties of semiconducting carbon nano-
tubes, such as HOMO and LUMO energies, and HOMO � LUMO
gap, have been demonstrated to converge rapidly within a
small number of carbon atoms.[25,26] To estimate the effect of
the length of a phenine nanotube on its electronic properties,
we considered a series of extended nanotubes based on pNT_
0d model. The smallest nanotube has 264 carbon atoms,
whereas the biggest system is almost twice as large and
consists of 504 carbon atoms (Figure 3).

We showed earlier that the HOMO energy of the considered
pNT_xd nanotubes does not change upon the formation of
complexes with C70 fullerene. Thus, the effect of the size of
pNT_xd on the electron donating properties can be well
described by the HOMO energy of the nanotube. As seen from
Figure 3, the HOMO energy of a nanotube changes only within
0.1 eV with an increase in its size (Table S2, Figure S10). Thus,
for the phenine nanotubes, no significant effect of length on
their electron-donating properties is expected.

2.3. Environmental Effects

A COSMO-like model using the monopole approximation was
applied to estimate the influence of polar environment on
electronic excitations.[27–30] Dichloromethane (DCM) was taken
as the solvent. The ground state solvation energies of pNT_4d
�C70, pNT_3d�C70, pNT_2d�C70, pNT_1d�C70, and pNT_0d
�C70 systems are found to be � 0.22, � 0.18, � 0.23, � 0.22, and
� 0.21 eV, respectively. The similarity of the solvation energies
can be explained by similar values of the dipole moment in the
GS state (it varies between 0.19 and 0.37D, see Table S3).

Table 1. Singlet excitation energies (Ex, eV), main singly excited configuration (HOMO(H)-LUMO(L)) and its weight (W), oscillator strength (f), and extent of
charge separation (CT, e) or exciton localization (Χ) in the host-guest systems in the gas phase.

Supramolecular host-guest systems
pNT_4d�C70 pNT_3d�C70 pNT_2d�C70 pNT_1d�C70 pNT_0d�C70

LE1 (Guest C70)

Ex 2.276 2.264 2.232 2.242 2.219
Transition (W) H� L+2 (0.45) H-2� L+1 (0.23) H-1� L+2 (0.27) H-1� L+1 (0.23) H-1� L (0.42)
f 0.001 0.004 <0.001 0.001 0.004
Χ 0.933 0.905 0.864 0.875 0.865

LE2 (Host)

Ex n/f[*] 3.228 3.209 3.178 3.186
Transition (W) H� L+6 (0.28) H� L+3 (0.53) H-2� L+3 (0.25) H-3� L+3 (0.17)
f 0.079 0.236 0.224 0.363
Χ 0.705 0.751 0.753 0.844

CT (Host!Fullerene C70)

Ex 3.490 2.746 2.530 2.534 2.435
Transition (W) H-8� L (0.12) H� L+1 (0.35) H� L (0.73) H� L+1 (0.33) H� L (0.57)
f <0.001 <0.001 <0.001 <0.001 <0.001
CT 0.895 0.815 0.972 0.925 0.907

[*] n/f – states of interest are not found within considered number of excited states. C70 lowest singlet excited state energy Ex=2.32 eV.
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Keeping in mind that the inclusion C70 unit is a strong electron
acceptor, we calculated GS charge separation values. The
population analysis performed within several of the most
common schemes (Table S4, SI) did not reveal any significant
charge transfer between the host and guest molecules. As
expected, the solvation energies of the LE states are very similar
to those of the ground state, while clear differences are found
for the CT states. The ability of both fragments to effectively

delocalize the charge, however, gives a reason for rather small
changes in the dipole moments between GS and CT states and
for the relatively small solvation energies of the CT states. In the
series from pNT_4d�C70 to pNT_0d�C70, an almost twofold
decrease (from � 0.76 to � 0.45 eV) in the solvation energy of CT
states was observed (see Table S3, SI). This can be rationalized
by a different charge delocalization over the fragments in the
CT state. The inverse participation ratio (IPR) that counts the

Figure 2. Natural transition orbitals representing CT state for pNT_3d�C70, pNT_2d�C70, pNT_1d�C70 and pNT_0d�C70 complexes.

Figure 3. Structures of extended phenine nanotubes based on pNT_0d, their lengths and HOMO energies.
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number of atoms over which the transferred charge has been
delocalized is a useful tool for quantifying the charge delocali-
zation on each fragment. The IPR values for pNT_4d, pNT_3d,
pNT_2d, pNT_1d, and pNT_0d fragments are 14.3, 39.5, 54.4,
56.2, and 61.0, respectively. In turn, IPR value for the C70 unit in
the complexes is similar and varies from 31.4 to 38.8 (see
Table S5, SI). Thus, the observed difference in the solvation
energies of CT states correlates with the IPR index for the host
fragment, i. e., the more the charge is localized, the larger is the
stabilization by the solvent. Figure 4 displays the energies of
GS, LE, and CT states for studied complexes in DCM. As seen,
the solvent stabilization of the CT state in pNT_4d�C70 is
insufficient to reorder the CT and the LE states by passing from
the gas phase to DCM. However, in the systems with at least
one coronene unit, the energies of the CT and LE1 states
become very similar and the gap between them varies from
0.07 to � 0.02 eV, thus allowing an efficient population of the
CT state by electron transfer between the fragments.

2.4. Electron Transfer Rates

GS!CT transitions in the complexes are characterized by a very
weak oscillator strength (f<0.001, Table 1), and therefore the
CT states cannot be populated effectively by light absorption.
However, they can be generated by the decay of the lowest LE
state. The semi-classical method proposed by Ulstrup and
Jortner[31,32] was used to compute the rates of charge separation
(CS) and charge recombination (CR). Within this approach, the
rate of electron transfer is controlled by four parameters:
electronic coupling jVij j of the initial and the final states,
solvation reorganization energy λs, reaction Gibbs energy ΔG0,
and effective Huang-Rhys factor Seff as a function of the internal
reorganization energy λi (for details see SI). The CS and CR rates
were computed using the effective frequency of 1600 cm� 1,
which corresponds to the stretching of C=C bonds. Note that
the calculated charge separation rates for nanoring-fullerene
inclusion complexes do not change significantly by varying the
effective frequency from 1400 to 1800 cm� 1.[21,33] Table 2 shows

Figure 4. Relative energies (in eV) of GS, LE, and CT states in the pNT_4d�C70, pNT_3d�C70, pNT_2d�C70, pNT_1d�C70, and pNT_0d�C70 complexes
computed in vacuum (VAC) and dichloromethane (DCM).

Table 2. Gibbs energies ΔG0 (in eV), electronic coupling jVij j (in eV), solvent (λs) and internal (λi) reorganization energies (in eV), Huang-Rhys factor (Seff) and
rate constants k (in s� 1) for CS (highlighted in green) and CR processes in pNT_4d�C70, pNT_3d�C70, pNT_2d�C70, pNT_1d�C70, and pNT_0d�C70

complexes in DCM.

Complex Transition ΔG0[a], eV jVij j , eV Reorg. Energy, eV Seff
[b] k, s� 1

λi λs

pNT_4d�C70 LE1!CT 0.680 4.40 ·10� 3 0.165 0.271 0.832 [4.93 ·10� 3]
pNT_3d�C70 LE1!CT 0.062 2.68 ·10� 3 0.258 0.210 1.301 8.55 ·109

CT!GS � 2.322 2.23 ·10� 2 0.271 0.210 1.366 1.81 ·107

pNT_2d�C70 LE1!CT 0.012 1.22 ·10� 3 0.205 0.139 1.033 1.36 ·1010

CT!GS � 2.238 1.37 ·10� 3 0.236 0.139 1.190 3.95 ·104

pNT_1d�C70 LE1!CT 0.054 1.31 ·10� 3 0.162 0.117 0.817 7.41 ·109

CT!GS � 2.290 1.61 ·10� 3 0.189 0.117 0.953 1.14 ·103

pNT_0d�C70 LE1!CT � 0.021 1.89 ·10� 3 0.148 0.114 0.746 8.50 ·1010

CT!GS � 2.208 1.41 ·10� 3 0.150 0.114 0.756 3.08 ·102

[a] Gibbs energy difference between denoted states in corresponding solvent. [b] An effective Huang-Rhys factor Seff=λi/�hωeff, where �hωeff set to 1600 cm� 1.
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the computed rates for CS and CR reactions in the considered
systems.

As seen in Table 2, the charge separation in pNT_4d�C70

has a positive Gibbs energy which makes PET unlikely. For other
systems, the charge separation reaction occurs in the normal
Marcus regime (jΔG0 j <λ) on a picosecond time scale, while
the charge recombination takes place in a deeply inverted
Marcus region (jΔG0 j@λ). Important to note that both CS and
CR rates depend on the number of the vacancy defects in pNTs.
Although the CS rate varies in the range of 8.6 · 109 to
8.5 ·1010 s� 1, the CR rate decreases dramatically when the
number of the vacancies is reduced (Figure 5).

In pNT_3d�C70 with only one coronene unit, population of
the CT state occurs on a sub-nanosecond time scale (kCS =

8.5 ·109 s� 1). Also, the CR reaction is fast (kCR =1.8 · 107 s� 1) and
can act as an effective deactivation channel of the CT state,
thereby preventing long distance separation of the ion pairs.
The subsequent decrease in the number of vacancies ([6]CMP
subunits) accelerates the CS reaction slightly (kCS =1.4 · 1010 s� 1)
but slows the CR significantly (kCR =3.9 · 104 s� 1). In pNT_0d�C70,
the CS process is fast, while the CR reaction is very slow
(Table 2, Figure 5). This is the most favorite situation for efficient
photoinduced separation of electrons and holes that can be
applied in photovoltaic devices.

3. Conclusions

The TD-DFT study of five inclusion complexes of phenine
nanotubes pNT_xd (x changes from 0 to 4) with fullerene C70

has revealed that photoinduced charge transfer is not possible
in pNT_4d�C70 complex built on the tetrameric array of [6]
CMP. However, the replacement of at least one of the [6]CMP
subunits by the coronene moiety enables the charge separation

process. The CT states with the electron transfer from pNT_xd
to C70 in pNT_3d�C70, pNT_2d�C70, pNT_1d�C70, and pNT_0d
�C70 can be generated by the decay of the lowest LE states.
This process occurs on a sub-nanosecond time scale. The
number of vacancy defects dramatically affects the rate of the
charge recombination. The CR rate decreases by more than four
orders of magnitude when passing from the pNT_3d�C70 to
pNT_0d�C70. Thus, the vacancy defects in phenine nanotubes
dramatically change the electronic properties of their inclusion
fullerene complexes. Varying the number of vacancies in pNTs
is a powerful tool for tuning their photophysical properties.

Computational methods

Quantum Chemical Calculations

Geometry optimization of the complexes was performed employing
the DFT BLYP[34,35] exchange � correlation functional with Ahlrichs’
def2-SVP basis set,[36,37] and using the resolution of identity
approximation (RI, alternatively termed density fitting)[38,39] imple-
mented in the ORCA 4.2.1 program.[40,41] The host-guest interaction
energy was computed using BLYP functional coupled with triple-ξ
def2-TZVP basis set.[42] Vertical excitation energies were calculated
using TDA formalism[43] with the range-separated functional from
Handy and coworkers’ CAM� B3LYP[44] and Ahlrichs’ def2-SVP basis
set, using Gaussian 16 (rev. A03).[45] The empirical dispersion D3
correction with Becke–Johnson damping was employed.[46,47] The
population analysis performed within Mulliken,[48,49] Lowdin,[50]

Hirshfeld,[51] and CM5[52] schemes were carried out using code
implemented in Gaussian 16. Topological analysis of the electron
density distribution was conducted within the “Quantum Theory of
Atoms in Molecules” (QTAIM) approach[22,23] using AIMALL suite of
programs.[53] The NCI method[24,54] was employed through the
analysis of the reduced density gradient (RDG) at the CAM-B3LYP/
def2-SVP level using Multiwfn program.[55]

Figure 5. Charge separation and charge recombination rates as a function of the number of vacancy defects in the pNTs.
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The excited states have been analyzed in terms of the natural
transition orbitals (NTO) concept introduced by Luzanov et al.[56]

and implemented within modern many-body codes by Head-
Gordon et al.[57] To visualize molecular structures, NCI isosurfaces,
and natural transition orbitals, the Chemcraft 1.8. program was
used.[58]

Analysis of Excited States

The quantitative analysis of exciton delocalization and charge
transfer in the donor-acceptor complexes is carried out in terms of
transition density.[59–61] The analysis is convenient to perform in the
Löwdin orthogonalized basis. The matrix λC of orthogonalized MO
coefficients is obtained from the coefficients C in the original basis
λC=S1/2 C, where S is the atomic orbital overlap matrix. The
transition density matrix T0i for an excited state Φ* constructed as a
superposition of singly excited configurations (where an occupied
MO ψi is replaced a virtual MO ψa) is computed as

T0iab ¼
X

ia

Al
i!aC

l
aiCba (1)

Where Ai!a is the expansion coefficient.

A key quantity W(D,A) is determined by

WðD;AÞ ¼
X

a2D; b2A

T0iab

� �2

(2)

The weights of local excitations on D and A are Ω(D,D) and Ω(A,A).
The weight of electron transfer configurations D!A and A!D is
represented by Ω(D,A) and Ω(A,D), respectively. The index Δq,
which describes charge separation and charge transfer between D
and A, is

DqðCSÞ ¼
X

WðD; AÞ � WðA;DÞ (3)

DqðCTÞ ¼
X

WðD;AÞ þWðA;DÞ (4)

Solvent Effects

The equilibrium solvation energy EeqS of a molecule (in the ground
or excited state) in the medium with the dielectric constant ɛ was
estimated using a COSMO-like polarizable continuum model[29,30] in
monopole approximation:

EeqS ðQ; eÞ ¼ �
1
2 fðeÞQ

þDQ (5)

where the f(ɛ) is the dielectric scaling factor, f eð Þ ¼ 1 � 1=e, Q is
the vector of n atomic charges in the molecular system, and D is
the n×n symmetric matrix determined by the shape of the
boundary surface between solute and solvent. D=B+A� 1B, where
the m×m matrix A describes electrostatic interaction between m
surface charges and the m×n B matrix describes the interaction of
the surface charges with n atomic charges of the solute.[62–64] The
GEPOL93 scheme[65] was used to construct the molecular boundary
surface.

The charge on atom X in the excited state Φi, q
i
X , was calculated as:

qiX ¼ q0X þ Di
X ; Di

X ¼
X

Y 6¼X

X

a2X; b2Y

ðT0i
ab
T0i

ab
� T0i

ba
T0i

ba
Þ, (6)

where q0X is the atomic charge on A in the ground state and Di
X is

its change due to the redistribution of the electron density between
the atoms X and Y which is caused by the excitation ψ0!ψi.

The non-equilibrium solvation energy for excited state ψi can be
estimated as:[66]

EneqS ðQ
0;D; e; n2Þ ¼ fðeÞDþDQ0 �

1
2
fðn2ÞDþDD, (7)

In Eq. (7), n2 (the refraction index squared) is the optical dielectric
constant of the medium and the vector Δ describes the change of
atomic charges in the molecule by excitation in terms of atomic
charges, see Eq. (6). By definition, the external (solvent) reorganiza-
tion energy is the difference of the non-equilibrium (Eq. 7) and
equilibrium solvation (Eq. 5) energies of the excited state.

Electron Transfer Rates

The rate of the nonadiabatic ET, kET, can be expressed in terms of
the electronic coupling squared, V2, and the Franck-Condon
Weighted Density of states (FCWD):

kET ¼
2p

�h
V2 FCWDð Þ (8)

that accounts for the overlap of vibrational states of donor and
acceptor and can be approximately estimated using the classical
Marcus equation:[67]

FCWDð Þ ¼ 4plkTð Þ� 1=2 exp � DG0 þ lð Þ
2�4lkT

� �
(9)

where λ is the reorganization energy and ΔG0 is the standard Gibbs
energy change of the process. The fragment charge difference
(FCD)[68,69] method was employed to calculate the electronic
couplings in this work.

The Marcus expression is derived for the high-temperature
condition, �hwl � kT , for all vibrational modes l. The semi-classical
description of electron transfer (ET)[31,32] includes the effect of the
quantum vibrational modes in an effective way, the solvent (low
frequency) modes are treated classically, while a single high-
frequency intramolecular mode wi; �hwi � kT , is described quan-
tum mechanically. Because ET occurs normally from the lowest
vibrational level of the initial state, the rate k can be expressed as a
sum over all channels connecting the initial state with the vibra-
tional quantum number n=0 to manifold vibrational levels of the
final state,

k ¼
X1

n¼0

k0!n, where k0!n ¼
2p

�h V2
0!n

1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4plskT

p exp

�
DGþ n�hwi þ lsð Þ2

4lskT

� � (10)

with
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V2
0!n ¼ V2 S

n

n!
exp � Sð Þ (11)

An effective value of the Huang-Rhys factor S is estimated from the
internal reorganization energy λi,

S ¼ li=�hwi

As seen, an additional parameter (as compared to the Marcus
equation) enters the semi-classical expression - the frequency ωi of
a vibrational mode that effectively describes the nuclear intra-
molecular relaxation following the ET. Typically, in organic systems
(including fullerene and nanotube derivatives) the main contribu-
tion to the internal reorganization energy is due to stretching of
C=C bonds (the corresponding frequencies are found to be in the
range 1400–1800 cm� 1). Thus, the effective frequency was set to
1600 cm� 1.

Charge Delocalization Index

The degree of electron delocalization in the state of interest is
quantified by the inverse participation ratio (IPR):

IPR ¼ DqF
Xn

i

1
DqFið Þ2

 !

(12)

where DqF – indicates charge difference on the fragment in charge
separated state compare to the ground state, while DqFi

� �2 –
corresponds to square of particular atom charge difference for
denoted fragment in CS state compare to GS.
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