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A B S T R A C T   

In the context of the burgeoning progression of wireless network technology and the corre-
sponding escalation in the demand for mobile Internet-based multimedia transmission services, 
the task of preserving and augmenting user satisfaction has emerged as an imperative concern. 
This necessitates a sophisticated and accurate evaluation of multimedia service quality within the 
sphere of wireless networks. To systematically address the nuanced issue of user experience 
quality, the present study introduces a novel method for evaluating multimedia Quality of 
Experience (QoE) in wireless networks, employing an advanced deep learning model as the un-
derlying analytical framework. Initially, the research undertakes the task of modeling the video 
session process, giving due consideration to the status of each temporal interval within the ses-
sion’s architecture. Subsequently, the challenge of QoE prediction is dissected and investigated 
through the lens of recurrent neural networks (RNNs), culminating in the proposition of an all- 
encompassing QoE prediction model that harmoniously integrates video information, Quality 
of Service (QoS) data, user behavior analytics, and facial expression analysis. The empirical 
segment of this research serves to validate the efficacy of the suggested video QoE evaluation 
method, engaging both quantitative and qualitative comparison metrics with contemporaneous 
state-of-the-art QoE models, employing the RTVCQoE dataset as the empirical foundation. The 
experimental findings illuminate that the QoE model elucidated in this study transcends 
competing models in performance metrics such as PLCC, SRCC, and KRCC. Consequently, this 
investigation stands as a seminal contribution to academic literature, furnishing an exacting and 
dependable QoE evaluation methodology. Such a contribution augments the user experience 
landscape in multimedia services within wireless networks, and instigates further scholarly 
exploration and technological innovation in the mobile Internet domain.   

1. Introduction 

Multimedia services over wireless networks are experiencing rapid growth in the era of mobile Internet [1]. These services 
encompass various forms of multimedia content, such as video streaming, online gaming, and real-time communication applications 
[2]. For video providers, it is crucial to attract and retain subscribers in order to improve profitability [3]. Achieving this goal relies on 
delivering an excellent quality video experience that not only includes the delivery of video content but also meets user needs [4]. 
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Currently, video experience quality is predominantly evaluated through two methods: subjective rating and objective rating. 
Subjective rating relies on users’ personal evaluations, providing a direct reflection of their feelings and thus yielding more accurate 
results [5]. However, subjective scoring suffers from poor real-time performance and high survey costs. On the other hand, objective 
ratings focus on objective factors within a video session that often reflect the user’s preference, such as viewing duration and user 
behaviors during playback. In recent years, objective scoring has become a prominent area of research for video Quality of Experience 
(QoE) in wireless networks [6]. In contrast to existing methods that heavily rely on subjective opinion data, our approach places a 
distinct emphasis on user behavior data. While subjective rating methods offer valuable insights, they suffer from poor real-time 
performance and high survey costs. In our revised methodology, we enhance the reliance on objective rating methods, particularly 
focusing on user behaviors during video viewing. By prioritizing user behavior data, our model gains a more immediate and 
cost-effective understanding of user experience, aligning with the contemporary need for timely and resource-efficient evaluation 
methods in the dynamic landscape of multimedia services over wireless networks. 

Traditional QoE prediction models primarily focus on collecting Quality of Service (QoS) parameters, analyzing the relationship 
between QoE and QoS, and establishing mappings between them using various methods. Extracted QoS measures currently include 
throughput, starting buffer and delay, signal strength, network speed, and more [7–9]. Additionally, QoE has a certain impact on user 
behaviors, establishing a mutual influence relationship between the two. Moreover, the state of each time period within a video session 
cycle may also impact the quality of the video session and subsequent time periods. 

In summary, developing new and more effective QoE prediction models is the primary focus of current research on video quality of 
experience in wireless networks. Under the existing wireless network conditions, breaking through the limitations of current modeling 
methods by jointly considering factors that affect video QoE and using the model for QoE prediction to offer guidance for video 
providers presents a challenging and prevalent problem in both industry and academia. 

2. Related works 

In wireless network multimedia services, the factors influencing Quality of Experience (QoE) can be categorized as subjective and 
objective. Subjective factors encompass the user’s life experience, emotions, and background, while objective factors include video 
coding and decoding methods, bandwidth, latency, and more [10]. Currently, when quantitatively assessing wireless network 
multimedia QoE, the Mean Opinion Score (MOS) average evaluation method is often employed, classifying it into five levels: excellent, 
good, average, poor, and very poor [11,12]. Subjective evaluations of wireless network multimedia services require evaluators to 
provide subjective scores based on their own service experiences, with the MOS analysis method being a commonly used scoring 
method. As direct recipients of wireless network multimedia services, evaluations based on the subjective thoughts of users hold 
significant authority and accuracy, providing genuine and effective feedback. To this end, the telecom standardization department has 
established specifications for subjective evaluations of wireless network multimedia services, clearly outlining the corresponding 
evaluation methods and scoring standards. 

Recent studies have indicated that Quality of Service (QoS) has an impact on user behaviors during video viewing, and there exists a 
correlation between these behaviors and QoE [13,14]. By utilizing user behaviors during video viewing, the accuracy of QoE pre-
diction can be improved. By collecting user behaviors and QoS parameters, a QoE model can be constructed and the relationship 
between QoS, user behaviors, and QoE can be validated [15,16]. With the increasing volume of video content, user personalization 
preferences have also become factors influencing QoE. This approach argues that QoE is influenced by technical-level QoS parameters, 
while user factors also need to be considered. User preferences or the state of a specific time period may have a greater impact on QoE 
than the technical level [17]. However, due to the diversity of users and the complexity of the technical level, obtaining the char-
acteristics and data of user factors can be relatively challenging. Simultaneously, to ensure the revenue of video providers, the pre-
diction of QoE is gradually shifting from separate subjective ratings to objective ratings, considering factors such as user engagement, 
viewing time, and forthcoming user behaviors. 

After determining the parameters that affect QoE, the method has been enhanced by proposing a scheme that combines support 
vector machine and BP neural network algorithms for QoE prediction [18,19]. Additionally, some studies have employed linear 
regression methods to predict QoE values. This method offers interpretability and allows for the observation of the weights assigned to 
each parameter, making the model more practical. Based on these weights, video providers can enhance specific parameters to ensure 
the quality of user experience. In recent years, with the advancements in deep learning, various deep learning models have been 
applied to QoE prediction. For example, one article utilized deep belief networks to implement the mapping from QoS to QoE [20,21]. 
The method preprocesses the values and utilizes deep belief networks to fit MOS values. Experimental results demonstrate significant 
improvements in training efficiency and model convergence compared to traditional BP neural networks, achieving better streaming 
QoE results. 

QoE modeling schemes based on numerical analysis, traditional machine learning, and deep learning can effectively map QoE 
impact parameters to QoE values and be employed for QoE prediction. However, current research faces certain issues: most of the 
collected data is based on the collection of QoE impact parameters at a single moment, disregarding the influence of different stages 
and states of video users on overall QoE throughout the entire viewing process. Existing QoE prediction models primarily focus on 
subjective MOS values for prediction, while objective QoE metrics (such as user engagement, viewing time, upcoming user behaviors, 
etc.) that are highly sought after by video providers have not been adequately explored. This limitation makes it challenging to provide 
video providers with a comprehensive reference solution. In future research, it is crucial to further explore methods that involve multi- 
moment QoE data collection combined with objective metrics. This approach will provide a more comprehensive and accurate QoE 
prediction model and serve as a more effective decision-making basis for video providers [22]. 
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In conclusion, the field of QoE prediction in wireless network multimedia services requires advancements in considering both 
subjective and objective factors, exploring new data collection methods, and leveraging machine learning techniques. By addressing 
these challenges, researchers can provide valuable insights and tools to enhance the overall quality of user experience in multimedia 
services over wireless networks. 

3. Methodology 

3.1. Video session process modeling 

Fig. 1 illustrates the complete video session process, where each fixed time step corresponds to the states within that time period, 
which can be represented by QoE data such as video buffering and user behaviors. 

Throughout the video session, we meticulously capture sample data at regular intervals to ensure that we obtain a comprehensive 
and accurate overview of the changing states. This includes data such as QoE metrics, video buffering patterns, and user behavior 
patterns, all of which play a crucial role in shaping the user’s overall experience. By doing so, we are able to identify any in-
consistencies or areas for improvement in the video streaming process, as well as gain valuable insights into user preferences and 
habits. We implement a strategy to evenly sample label data at multiple time points throughout the video session. This approach will 
enable us to gain a deeper understanding of user behaviors and preferences at different moments, and thus, offer more tailored and 
engaging experiences. By evenly distributing the sampling of label data across various time points, we will minimize the risk of bias 
and ensure that our dataset is more representative of the entire user journey. 

If there are more than N data records, N records are evenly selected as sample data from all records; if there are less than N records, 
the records are filled up to N records. At the end of the video session, we capture the label data to correspond it to the sample data. 
Thus, the N status records generated by each video session can be defined as one sample data, and the label data at the end of the video 
session is used as the label data of this sample data. 

3.2. Analysis of QoE prediction problems based on RNNs 

3.2.1. Overview of RNNs in QoE prediction 
At a high level, our QoE prediction model employs RNNs to capture the dynamic nature of QoE data over time. Let’s illustrate this 

with an example: consider a video session with fixed time steps, where each step represents states like video buffering and user be-
haviors. The RNNs process this sequential data, incorporating information from previous time steps for better predictions. 

Fig. 2 illustrates the complete video session process, where each fixed time step corresponds to a state within that particular time 
period. These states can be represented by QoE data, including video buffering, user behaviors, and more. The sample data collected by 
the QoE Player client at time step k (k < T) are correlated with the data prior to time step k, collectively influencing the user’s quality of 
experience for the video session. 

3.2.2. Layers and processing steps 
RNNs possess a signal feedback structure, enabling them to retain the memory of the sample data prior to time step k through the 

dynamic properties of RNNs [23]. To better address the temporal dynamics of the entire viewing process, we will enhance our model 
architecture. While RNNs provide a valuable signal feedback structure, we will introduce additional layers or mechanisms to capture 
longer-term dependencies and variations in user experience. This involves incorporating attention mechanisms or extending the 
memory capabilities of our model. These modifications will enable our model to better reflect the evolving states of the video session 

Fig. 1. Video session process.  
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and enhance its predictive capabilities across diverse temporal intervals. 
The input sequence goes through layers represented as: input layer (layer x), hidden layer (layer h), and output layer (layer o). The 

dynamic properties of RNNs, especially the nonlinear computations in the hidden layer, allow the model to retain memory and 
integrate historical information for improved future predictions. The typical RNNs structure is depicted in Fig. 2, where layer x denotes 
the input layer, layer h represents the hidden layer, and layer o signifies the output layer. Layer x receives input vector data, processes 
them using weights and biases, and transmits them to layer h. Finally, layer o outputs the predicted values, which constitute a set of 
data for future moments. The core of RNNs lie in the nonlinear computations performed by layer h, providing enhanced expressiveness 
to the overall model and integrating historical information from multiple moments to achieve better future predictions. When 
employing RNNs for mapping video information, QoS data, and user behaviors to QoE, the following problem can be defined: for a 
given video session, spanning from the start of video playback to the end of time step T, the QoE training sequence x(t) is obtained by 
collecting data at each fixed time step. After undergoing nonlinear operations in the h layer, the output vector sequence of the o layer is 
utilized to derive the prediction value vector sequence of QoE. 

3.2.3. Model modifications for QoE prediction 
Let’s delve into the customizations for QoE prediction. For a given video session, we define a set of N status records as one sample 

data. Equations (1)–(4) detail the generation of sample data and the computations within the RNNs layers. 

Fig. 2. Schematic diagram of RNN structure.  

Fig. 3. RNN internal structure.  
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The sample data generated for each video session is defined as shown in Equation (1). 

i=(i1, i2,…, iN) (1)  

Where i1, i2,…, iN denote time steps 1, 2, …,N. The input first needs to be fed to the b-layer for operation to obtain the output of the b 
-layer. The output of the b -layer is defined as shown in Equation (2). 

bt =
(
bt

1, b
t
2,…, bt

N

)
(2)  

Where bt
N is jointly determined by the sample data input i(n) (t) at time step n and the b-layer output bt(n − 1) at one previous time step. 

The b-layer generates the output by nonlinear computation. 
The o-layer is the output layer of the whole QoE prediction model. Considering the characteristics of the QoE prediction problem, 

there is only one node in the o layer, and the output of this node is the prediction value of QoE. Therefore, this paper adopts the "many- 
to-one" model based on RNNs for the interpretation and analysis of QoE prediction. The structure of RNN is shown in Fig. 3. 

The output of each node in the b-layer is defined as shown in Equation (3), where f(.) denotes the activation function of the b-layer, 
Sn denotes the state at moment n. P denotes the weight from the i-layer to the b-layer, and M denotes the weight from the input layer to 
the output layer. 

Sn = f (Pin +MSn− 1) (3) 

The o layer retains only one node, so its output can be defined as 

oN =MNf (PiN +MSN− 1) (4)  

3.3. QoE prediction model based on video information, QoS data, user behaviors and facial expressions 

This section focuses on constructing the VSBC-E (Video information, QoS, Interbehavior, and Countenance-based QoE) model. We 
will provide a detailed description of the VSBC-E model. 

Facial expression data of users is stored as images, and in the realm of deep learning, facial expression images are typically pro-
cessed as multidimensional arrays. Convolutional neural networks (CNNs) have demonstrated significant advancements in tasks such 
as facial expression recognition. In this paper, for facial expression image data, convolutional operations are utilized to extract relevant 
features. By combining CNNs with gated recurrent units (GRU), the VSBC-E model is constructed as a QoE prediction model based on 
video information, QoS data, user behaviors, and facial expressions. The overall architecture of the VSBC-E model is depicted in Fig. 4. 

The input of VSBC-E model includes two types of data. The first category is the one-dimensional data such as video information, 
QoS data and user behaviors, as shown in the figure i1, i2,…, iN are shown. The other category is multidimensional data such as user 
facial expressions, as shown in img1, img2, …, imgN. These two types of input data are each subjected to feature extraction and learning 
through their own network structures, and then the two network branches are merged. 

By incorporating user behaviors and facial expressions into our model, we aim to provide a more holistic and nuanced 

Fig. 4. Framework of QoE prediction model in this paper.  
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understanding of the factors influencing QoE during video streaming sessions. These additions contribute to the model’s ability to 
capture user behaviors, ultimately improving the accuracy of QoE predictions. 

3.3.1. Model input 
The VSBC-E model is used to predict four QoE metrics, whose inputs include video information of each video session, QoS data, user 

behaviors and user facial expressions. According to the dimensionality of the data, the sample data can be divided into two categories: 
one-dimensional data and three-dimensional data. During each video session, these two types of sample data collected by QoePlayer 
correspond to four QoE values. In the training process, N one-dimensional sample data and N three-dimensional user expression data 
are input at a time. For the ith sample data, the number of progress bars dragged and the number of pauses can take values from 0 to 
any number, the user involvement can take values between 0 and 1, and the QoE subjective rating can take values between 0 and 10. 

3.3.2. CNN-based user expression image feature extraction 
In this paper, we mainly borrow the idea of VGG16, and for a single user facial expression image, the CNN performs feature 

extraction as shown in Fig. 5. Each image is processed by 5 convolutional blocks, and finally Flatten layer is added for flattening. The 
number of convolutional kernels from Convblock1 to Convblock5 are 32, 64, 128, 256, 512, respectively. the kernel size of the first 
convolutional operation is 7. After the processed user facial expression images undergoing a series of nonlinear transformations such as 
convolution and maximum pooling, the dimensionality of the feature map is finally converted to one dimension by the Flatten layer. At 
this point, the feature data extracted from the images can be merged with the first class of one-dimensional data after feature extraction 
and learning by GRU. 

3.3.3. Model branch merging and multi-task result prediction 
The VSBC-E model takes three types of 1D data—video information, QoS data, and user behaviors—as input, along with the user’s 

facial expression picture. For the 1D data input, the VSBC-E model incorporates two GRU layers after the 1D data input layer to extract 
feature information from the 1D sample data. The features from the two branches are then merged to obtain a longer feature vector. 

Following the merging of the branches, considering the complexity of the user expression features, the model is connected to a fully 
connected layer (FC layer) with 16 neurons to further extract features from the sample data. Subsequently, four tasks—drag count, 
pause count, user engagement, and subjective QoE score—are added as QoE predictors. All four tasks are directly connected to the 
upper layer with a linear activation function, outputting the prediction results for their respective tasks. This process defines the 
learned features by the VSBC-E model as: 

ĵx = f2(ix, imgx) (5)  

Where, the function f2 represents the nonlinear mapping of the input video information, QoS data, user behaviors, and user facial 
expressions sample data through a multilayer network structure for multitask QoE prediction. The symbol x represents the one- 
dimensional sample data comprising video information, QoS data, and user behaviors, while the user facial expression data is 
denoted separately. 

The prediction results of the VSBC-E model consist of dragging progress bar count, pause count, user engagement, and subjective 

QoE score. Among them, ̂j
drag
x represents the linear prediction result of the dragging progress bar count task, ̂j

pause
x represents the linear 

prediction result of the pause count task, ̂ j
watch
x represents the linear prediction result of the user engagement task, and , ĵ

score
x rep-

Fig. 5. Feature extraction process by CNN.  
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resents the linear prediction result of the subjective QoE score task. The VSBC-E model for QoE prediction primarily relies on GRU to 
handle sequential data in the samples and CNN to extract features from user expression pictures. 

In our proposed methodology, the choice of the number of time steps is a critical aspect that requires a careful balancing act. This 
decision influences the granularity of our sample data, impacting both computational efficiency and the precision of our predictions. ” 

Increasing the number of time steps allows for a finer granularity in modeling user interactions and system responses. This 
heightened granularity is essential for a more nuanced understanding of how QoE-related factors evolve during a video session. It 
enables us to dissect the user experience into smaller, more manageable units, providing a detailed perspective on the interplay be-
tween various factors. Reshaping the sample data with multiple time steps contributes to the improved predictive capabilities of our 
model. The inclusion of a richer temporal context allows the model, particularly based on RNNs, to learn and leverage dependencies 
and patterns over time. This, in turn, enhances the model’s ability to make more accurate predictions regarding future states and user 
experiences. 

3.3.4. Real-time and cost-effectiveness discussion 
Our approach stands out for its real-time-friendly nature, prioritizing the utilization of user behavior data, providing more timely 

insights compared to traditional subjective opinion data. Moreover, our method offers an economically viable alternative, as the 
reliance on user behavior data significantly reduces survey costs, making it a cost-effective solution for evaluating video QoE in 
wireless networks. 

4. Experiment and analysis 

In this paper, experiments were conducted using the constructed RTVCQoE dataset, which is divided into two parts based on 
application scenarios: the camera scenario and the screen sharing scenario. The training set and test set were divided in an 8:2 ratio. 
The effectiveness of the proposed video QoE evaluation method, which is based on modeling the nearest neighbor frame relationship, 
was verified through quantitative and qualitative evaluations of the algorithm’s quality regression performance. 

4.1. Dataset details 

4.1.1. Data collection process 
The data were collected using a systematic approach that involved capturing video sessions under different network conditions and 

user behaviors. We considered factors such as video buffering, user engagement, and other relevant QoE indicators during the data 
collection process. 

4.1.2. Labeling process 
To ensure the dataset’s accuracy, labels were obtained through a combination of subjective evaluations and automated methods. 

Subjective evaluations were collected from users who provided feedback on their QoE during the video sessions. Automated methods 
involved leveraging algorithms to analyze specific QoE-related metrics. 

4.1.3. Example of dataset usage 
As an illustrative example, consider the camera scenario in our dataset. Video sessions were recorded using a diverse set of cameras, 

simulating real-world scenarios. Users interacted with the video content, and their behaviors were tracked. Subjective evaluations 
were obtained through user feedback surveys, and objective metrics were automatically recorded. 

4.1.4. Limitations and mitigation strategies 
Obtaining a sufficient quantity of diverse and representative data to effectively train our model is a significant challenge. Factors 

such as user preferences, network conditions, and content types contribute to the complexity of acquiring a comprehensive dataset. 
This limitation arises from the intrinsic diversity of user behavior and the dynamic nature of video content consumption. 

To address the data collection challenge, we have implemented several mitigation strategies. These include leveraging synthetic 
data augmentation techniques to supplement our dataset, collaborating with diverse user groups to ensure a more comprehensive 
representation of preferences, and continuously updating our dataset to adapt to evolving video consumption patterns. 

4.2. Experimental environment 

The experiments were conducted on a hardware configuration consisting of an Intel Core i9-9900K CPU @ 3.60GHz × 16 platform 
and 2 NVIDIA TITAN Xp GPUs. The operating system used was Ubuntu 18.04, and the programming language employed was Python, 
along with the PyTorch framework, which leverages the advantages of its dynamic graph design. 

4.3. Rating criteria 

Following the recommendations of the Video QoE Expert Group (VQEG), three criteria were utilized in this paper to quantify the 
prediction accuracy and evaluate the prediction monotonicity of the model. The Pearson linear correlation coefficient (PLCC) was 
employed to assess prediction accuracy, while the Spearman ranking correlation coefficient (SRCC) and Kendall ranking correlation 
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coefficient (KRCC) were used to evaluate prediction monotonicity. A superior objective QoE model should yield higher PLCC, SRCC, 
and KRCC values. 

To assess the performance of our QoE prediction model, we rely on correlation metrics, including the Pearson linear correlation 
coefficient (PLCC), Spearman ranking correlation coefficient (SRCC), and Kendall ranking correlation coefficient (KRCC). These 
metrics are commonly used in video quality prediction studies to measure the correlation between predicted values and observed user 
experiences. 

Our subjective opinion reports collected from users during video sessions serve as the de facto "ground truth" in our evaluation. 
These reports encompass diverse aspects of user perception, such as video quality and engagement. The choice of correlation metrics is 
deliberate, as they provide an objective and quantitative measure of how well our predictions align with users’ actual experiences. This 
approach is consistent with established practices in the field of video quality prediction, where correlation metrics are widely accepted 
as reliable indicators of model performance. 

Our evaluation is based on subjective opinion reports provided by users during video sessions. Although we do not explicitly 
mention "ground truth" values in the manuscript, these subjective reports are considered our reference standard for evaluation, 
representing the genuine feelings of users during their viewing experiences. Correlation metrics are employed to measure the con-
sistency and correlation between model predictions and these subjective reports. 

The calculation formula for PLCC is as follows: 

PLCC =

∑T

x=1
(Ix − I)(Jx − J)

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑T

x=1
(Ix − I)2

√ ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑T

x=1
(Jx − J)2

√ (6)  

Where, Ix represents the subjective evaluation value of the ith video, and Jx denotes the objective prediction value of the model. I and J 
represent the mean values of the subjective evaluation value and the objective prediction value of the model, respectively. T denotes 
the number of videos being tested. PLCC evaluates the prediction accuracy and takes values within the range of [0, 1], with values 
closer to 1 indicating higher accuracy of the model prediction and vice versa. The lower the accuracy, the further the value deviates 
from 1. 

The SRCC calculation formula is as follows: 

SRCC= 1 −

6
∑T

x=1
d2

x

T
(
T2 − 1

) (7)  

Where T denotes the number of videos to be tested, and di denotes the difference between the subjective evaluation value of the x-th 
distorted video and the objective prediction value. The monotonicity of the SRCC evaluation model prediction takes values between 
[-1,1], and the closer the absolute value to 1 indicates better monotonicity. 

The KRCC calculation formula is as follows: 

KRCC=
Uc − Ud

1
2 T(T − 1)

(8)  

Where, Uc denotes the logarithm of the subjective evaluation value that agrees with the objective evaluation value of the model, Ud 
denotes the logarithm of the subjective evaluation value that does not agree with the objective evaluation value of the model, and T 
denotes the number of videos to be tested. The value of KRCC ranges from [-1,1], and the closer the absolute value to 1 indicates better 
monotonicity. 

4.4. Comparative experiments and analysis 

To ensure a fair comparison, the dataset was randomly divided into training data (80 %) and test data (20 %) in a proportional 
manner, ensuring that the two sets do not overlap in content. Following the aforementioned principles, 10 replicate experiments were 
conducted on the comparison dataset, and the median of the three performance metrics was recorded for all comparison models. 

Table 1, Table 2, and Table 3 present the PLCC, SRCC, and KRCC values, respectively, for all comparison methods on the RTVCQoE 

Table 1 
PLCC values of different QoE models.  

QoE model Camera Screen Sharing Average 

VIDEO [24] 0.522 0.487 0.505 
V-BLIINDS [25] 0.639 0.535 0.587 
VSFA [26] 0.776 0.693 0.734 
RIRNet [27] 0.843 0.819 0.831 
Ours 0.954 0.935 0.945  
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dataset. For the purpose of comparison, we selected widely used and state-of-the-art QoE models, namely VIIDEO [24], V-BLIINDS 
[25], VSFA [26] and RIRNet [27]. 

It can be observed that the proposed method in this paper exhibits the best performance on the RTVCQoE dataset. In the camera 
scenario, the PLCC, SRCC, and KRCC metrics are 0.954, 0.947, and 0.91, respectively. Compared to 0.843, 0.828, and 0.814 for 
RIRNet, the improvement is 13.3 %, 14.5 %, and 11.9 %. In addition, the PLCC, SRCC and KRCC metrics of QoE in the screen sharing 
scenario are 0.935, 0.923 and 0.885, respectively, compared to 0.819, 0.81 and 0.797 of RIRNet, an improvement of 14.3 %, 14.1 % 
and 11.2 %. 

4.5. Algorithm validation 

To further validate the effectiveness of the proposed QoE method, this paper presents the confusion matrix for prediction using the 
second-best indicator. Fig. 6 illustrates the confusion matrix, where the darkness of the entries indicates the strength of correlation 
between the row and column values. Higher values (darker colors) suggest a stronger correlation. The numbers on the axes represent 
the range of QoE scores, with a value of 1 indicating that the interval from 1 to 2 is covered. 

The analysis of the confusion matrix reveals that the algorithm introduced in this paper demonstrates fewer outliers, which further 
confirms the more stable performance of the QoE method proposed. This observation reinforces the validity and reliability of the 
proposed QoE method in achieving consistent and accurate predictions. 

4.6. Computational efficiency comparison 

Finally, to verify the computational efficiency of proposed QoE model, comparative experiments are conducted on the RTVCQoE 
dataset in this paper, and the results are shown in Table 4. 

The experiment utilized the test time of the RIRNet model as the benchmark value and calculated the ratio of the test time of the 
other comparison models to the benchmark value. A smaller ratio indicates a lower computation time overhead for the model. As 
shown in Table 4, the RIRNet model had the longest test time, while the VSFA model, which also employed RNNs, had a test time close 
to 0.941 times that of RIRNet. In contrast, the test times of V-BLIINDS and VIIDEO, which used traditional methods, were significantly 
less, at 0.327 and 0.29 times that of RIRNet, respectively. The test time of the proposed QoE in this study was 0.365 times the 
benchmark value, slightly higher than the traditional methods V-BLIINDS and VIIDEO, but much lower than the deep learning-based 
RIRNet and VSFA. The experimental results demonstrate that the method proposed in this study effectively improves the computa-
tional efficiency of the model. 

4.7. In-depth analysis of model performance  

(1) Linear Relationship Analysis (PLCC): 

The PLCC value of the model reflects the linear correlation between the predicted values and the actual observations. By comparing 
the model’s predicted values with the actual observations, we can detect any potential biases or fitting issues. If a strong linear trend is 
observed, it indicates that the model may be overfitting the data during the prediction process, resulting in an overly simplistic 
relationship between predicted values and actual observations. Conversely, a weak or nonexistent linear relationship suggests bias in 
the model, indicating a failure to capture linear patterns.  

(2) Rank Relationship Analysis (SRCC): 

The SRCC metric examines the model’s ability to capture rank relationships within the data. We will investigate the sensitivity of 
the model to variations in data ranks, especially under different data distributions. By comparing the relationship between actual ranks 
and predicted ranks, we can assess the model’s performance in capturing rank relationships. Consistent rank relationships indicate the 
model’s robust ability to capture the ordering of data across various scenarios.  

(3) Sensitivity to Rank Changes (KRCC): 

The KRCC metric further explores the model’s sensitivity to changes in data ranks. We will analyze the model’s performance when 

Table 2 
SRCC values of different QoE models.  

QoE model Camera Screen Sharing Average 

VIDEO [24] 0.504 0.467 0.486 
V-BLIINDS [25] 0.63 0.515 0.573 
VSFA [26] 0.751 0.683 0.717 
RIRNet [27] 0.828 0.81 0.819 
Ours 0.947 0.923 0.935  
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faced with variations in data ordering to determine whether the model is highly sensitive to changes in data ranks. This aids in 
evaluating the model’s robustness in handling different sorting scenarios. 

5. Conclusion 

This study introduces a multimedia QoE evaluation method for wireless networks based on advanced deep learning models, with 
the goal of enhancing the quality of user experience. By modeling the video session process starting from the state of each time interval 
and analyzing the QoE prediction problem using RNNs, a QoE prediction model is proposed that incorporates video information, QoS 
data, user behaviors, and facial expressions. The experimental results indicate that the QoE model presented in this paper outperforms 
other models in terms of PLCC, SRCC, and KRCC performance metrics. This research provides new insights and methodologies for the 
study of video quality of experience in wireless networks and offers valuable references for both industry and academia. However, 
there are several research directions that warrant further exploration. Firstly, the structure and parameters of deep learning models can 
be further optimized to improve the accuracy and stability of QoE prediction. Secondly, additional influencing factors such as network 
congestion and device characteristics can be considered to enhance the overall performance of the QoE model. Furthermore, QoE 
evaluation methods specific to different application scenarios can be explored, allowing for customized model design and optimization 
for specific multimedia transmission services. 

While our current experiments offer valuable insights into the performance of our model within controlled conditions, we 
acknowledge the importance of exploring real ambient scenarios. Adapting our methodology to on-demand scenarios requires a 
thorough understanding of diverse user preferences, content types, and interaction patterns. Future research avenues could involve 

Table 3 
KRCC values of different QoE models.  

QoE model Camera Screen Sharing Average 

VIDEO [24] 0.49 0.447 0.469 
V-BLIINDS [25] 0.612 0.5 0.556 
VSFA [26] 0.739 0.662 0.701 
RIRNet [27] 0.814 0.797 0.806 
Ours 0.91 0.885 0.898  

Fig. 6. Confusion matrix of the QoE model in this paper.  

Table 4 
Test time and performance comparison.  

QoE model Test time percentage PLCC SRCC KRCC 

RIRNet [27] 1 0.831 0.819 0.806 
VSFA [26] 0.941 0.734 0.717 0.701 
V-BLINDS [25] 0.327 0.587 0.573 0.556 
VIDEO [24] 0.29 0.505 0.486 0.469 
Ours 0.365 0.945 0.935 0.898  
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collaborations with streaming platforms, conducting experiments in live streaming environments, or engaging in user studies across 
diverse geographical locations and network conditions. 
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