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Augmented reality (AR) has been developed rapidly and implemented in many fields such

as medicine, maintenance, and cultural heritage. Unlike other specialties, ophthalmology

connects closely with AR since most AR systems are based on vision systems. Here we

summarize the applications and challenges of AR in ophthalmology and provide insights

for further research. Firstly, we illustrate the structure of the standard AR system and

present essential hardware. Secondly, we systematically introduce applications of AR

in ophthalmology, including therapy, education, and clinical assistance. To conclude,

there is still a large room for development, which needs researchers to pay more

effort. Applications in diagnosis and protection might be worth exploring. Although the

obstacles of hardware restrict the development of AR in ophthalmology at present, the

AR will realize its potential and play an important role in ophthalmology in the future with

the rapidly developing technology and more in-depth research.

Keywords: augmented reality, ophthalmology, therapy, education, clinical assistance

INTRODUCTION

Augmented reality (AR) is a technology that enhances the natural environment with computer-
generated information in real-time (1). AR is not restricted to the visual sense. It can be
implemented for all feelings, including sight, hearing, smelling, and touching (2). Besides adding
virtual information to the natural environment, AR applications include removing or processing
real objects from the real environment, more commonly called mediated reality or diminished
reality (1, 2). Unlike virtual reality (VR), which completely immerses users in a computer-
generated virtual world, AR is based on the natural world and enhances the real environment with
computer-generated information (1).

As a developing technology, AR has drawn the interest of researchers from different fields.
Besides, AR has attracted companies like Google and Microsoft, which created AR devices such
as Google Glass and HoloLens, providing hardware foundations for subsequent research. With the
help of researchers and companies, AR has been developed rapidly and implemented in many fields
such as medicine, maintenance, and cultural heritage (3).
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Healthcare has become one of the pioneers, especially for
applications requiring guidance and assistance (4). For example,
AR has been certified effective in medical education and
training, surgery navigation, and gastrointestinal endoscopy (5–
7). However, unlike other specialties, ophthalmology connects
closely with AR since most AR systems are based on vision
generated by the eyes. Therefore, AR has particular applications
in ophthalmology. Especially in the therapy of ocular diseases,
AR possesses enormous potential to provide alternative or
adjuvant choices in non-invasive and convenient ways to benefit
patients who could not receive traditional medicine and surgical
treatment. In addition to therapy, AR also has been implemented
in education and clinical assistance in ophthalmology.

In this article, we reviewed AR in ophthalmology, summarized
the applications and challenges of AR, and provided some
suggestions for further research.We illustrated the structure of an
AR system in ophthalmology, presented essential hardware, and
systematically introduced AR’s applications in ophthalmology,
including applications in therapy, education, and clinical
assistance. The ocular diseases that have been applied with AR
in therapy include visual field defects, color vision deficiency, low
vision, blindness, nyctalopia, metamorphopsia, and amblyopia.
Applications in education contain medical education and public
education. Applications in clinical assistance involve combining
optical coherence tomography (OCT) and AR in surgery, deep
anterior lamellar keratoplasty surgery navigation, and slit-lamps
examination assistance.

STRUCTURE OF AN AR SYSTEM IN
OPHTHALMOLOGY

Overview
As shown in Figure 1, an AR system includes three primary
modules: video capturing, processing, and displaying. The
camera captures the natural environment and then transmits
it to the computing unit for processing. Finally, the processed
information is reflected on the display.

Camera
There are many kinds of cameras for video capturing, depending
significantly on the type of application. For instance, if developers
need the function to evaluate the depth of the space, they
probably will use a depth sensor camera. The stereo camera can
support the 3D reconstruction of the real world.

Computing Unit
The AR systems used to use personal computers as their
computing center. With the invention of smartphones and
microcomputers, the computing center became portable and
subtle or directly embedded in the display.

Display
The displays applied to AR in ophthalmology include head-
mounted displays (HMDs) and handheld displays. HMDs are

Abbreviations: AR, augmented reality; CVD, color vision deficiency; HMD, head-
mounted displays; OCT, optical coherence tomography; OST, optical see-through;
VFD, visual field defects; VST, video see-through.

displays worn on the head to place images over the user’s view.
The display technologies can be video see-through (VST) or
optical see-through (OST) (8). VST display uses video, which
integrates virtual and natural environments to cover a complete
view of the user, and the user cannot see the natural environment
directly. On the contrary, the OST display only overlays the
virtual images on the field of vision, and the user can see
the natural environment as usual. The handheld display, like a
smartphone, is a VST display with a small computing center held
in the user’s hands.

Major AR Prototypes
There are two major AR prototypes: HMD-based AR systems
and smartphone-based AR systems (9). HMD-based AR systems
include AR systems produced by commercial companies like
Google and Microsoft or homemade AR systems. As for some
mainstream AR systems on the market, Google Glass, Microsoft
HoloLens, and Epson Moverio BT series use OST display while
the HTC Vive and Oculus use VST display. All of them have
systems and give the users amature experience.With the progress
and maturity of technology, smartphones gradually grew into
multipurpose tools, even replacing personal computers. With
the miniature computing units and a high-resolution camera,
smartphones can also be a platform to carry and achieve
some AR applications. Compared with HMD-based AR systems,
smartphone-based AR systems are more portable and cheaper,
making it more widespread to promote smartphone-based AR
systems (8). However, due to smartphones are handheld displays,
they are not expected to be used for a long time. Using HMD is
not only more comfortable than using a smartphone but also a
better visual experience.

APPLICATIONS OF AR IN
OPHTHALMOLOGY

Applications in Therapy
To meet the authoritative standard, we classified applications
in therapy of ocular diseases according to the International
Classification of Diseases 10th published by the World Health
Organization1 The ocular diseases that have been applied with
AR include visual field defects, color vision deficiency, low vision,
blindness, nyctalopia, metamorphopsia, and amblyopia.

Visual Field Defects
Several ophthalmic diseases could cause visual field defects
(VFD), including glaucoma, stroke, and retinitis pigmentosa
(10). Visual field defects would bring difficulties in patients’
daily life such as driving, crossing the road, reading, and visual
searching (11–13). Due to the restricted vision field, the patients
with VFD are less sensitive to surrounding dangers, threatening
their health severely. In addition, some VFD are caused by brain
injury, which cannot be reversed by traditional medicine or
surgical treatment (14). Fortunately, the appearance of AR gives

1International Classification of Diseases. Available online at: https://icd.who.int/
browse10/2019/en#/H53-H54
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FIGURE 1 | Structure of an augmented reality system in ophthalmology. The boxes filled in blue indicate the system’s procedures, while the boxes in red indicate the

devices connected with the procedures. The camera captures the natural environment and then transmits it to the computing unit for processing. Finally, the

processed information is reflected on the display.

a considerable solution that provides a visual aid and improves
searching capability.

Image remapping, overlaid window, visual multiplexing, and
danger indicator has been developed to provide a visual aid
(Figure 2). Sayed et al. proposed customized digital spectacles
with the image remapping method (10). The users were asked
to measure their visual field at first. Then the images captured by
the camera were remapped using resizing and shifting algorithms
to adapt to the measured visual field (Figure 2B). A series of
prospective case studies have been held to verify the functional
field’s efficiency (10, 18). However, digital spectacles cannot
preserve the user’s original vision. Another method implemented
an overlaid window to display the overview scene captured by the

camera (Figure 2C). The window is overlaid on the actual visual
field of the user (15). Unfortunately, this method had an inherent
contradiction between the augmented contextual information
and local unscreened information since the overlaid window
would inevitably block the natural view. Peli proposed visual
multiplexing, defined as two or more signals transmitted on the
same channel. In this way, the complete information can be used
at the receiving end (19, 20). Spatial multiplexing, one of the
visual multiplexingmethods, has been implemented to aid tunnel
vision (16). The minified edge images of the environmental scene
were overlaid onto the user’s natural vision (Figure 2D). The edge
pixels did not block the realistic view since they only occupied
a tiny part of a field of view. Another AR system is developed
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FIGURE 2 | Different methods to aid patients with visual field defects. (A) Healthy vision. (B) The remapping method (10). Patients with visual field defects cannot see

the entire scene. After remapping, patients can see the entire scene in their residual visual field. (C) The method of overlaying the overview window (15). After

overlaying an overview window, patients can perceive the entire scene and natural vision simultaneously. (D) The method of using visual multiplexing (16). Patients can

perceive the counter view of the entire scene and natural vision simultaneously. (E) The method of implementing danger indicators (17). Patients with tunnel vision

cannot notice the danger the Unidentified Flying Object brought. The danger indicators can help patients notice surrounding dangers.

to notice patients with the tunnel vision of surrounding danger
(17). The system would track the moving objects in real-time and
extract their characteristics to determine their dangerous degree.
The circles are superimposed on the edge of the visual field, and
the perilous degree determines their color while moving objects
assess their position (Figure 2E). Similarly, Ichinose et al. used
edge indicator substitute circles to supplement the information
in the lost vision of the patients (21).

Despite providing a visual aid for the VFD patient, improving
searching capability is another direction. In Zhao’s study, CueSee
offered five visual cues for users who cannot finish visual search
tasks (13). Among them, guidelines and sun rays are the cues
designed for users with peripheral vision loss. The former
connected the center of the display and the object with a red
guideline, and the latter converged the center of the target with
eight red guidelines. The location of the object could be indicated
in these ways.

Color Vision Deficiency
Color vision deficiency (CVD), also known as color blindness, is
a group of ophthalmic diseases that affect 8% of males globally.
Patients have difficulties perceiving and distinguishing specific
colors (22, 23). CVD brings obstacles to patients’ daily life and
restricts their occupations (24). Although CVD cannot be cured
by medical treatment right now, the AR system could help users
improve their ability to distinguishing colors and even perform
close to healthy people (24).

Several commercial AR devices provide prototypes for CVD
aiding research (24). Omnicolor and Chroma are applications
based on Google Glass, one of the most popular intelligent glasses
(25, 26). Popleteev’s applications and Chroma glasses are based
on Epson’s Moverio, another AR device cheaper than Google
Glass (27, 28). Besides, Schmitt et al. developed applications
on the smartphone to help patients with CVD (29). Other

researchers assemble homemade AR systems or modify existing
devices (25, 26, 30).

The processing technologies can be classified into two
categories: substituting colors and augmenting visual
information (Figure 3). Substituting colors is a group of
strategies to transfer the target color to another one, including
daltonization, highlight, and contrast. The most representative
and popular algorithm is daltonization (Figure 3B), which
attempts to shift colors to achieve less confusing color
combinations for patients with CVD (25–27, 31, 32). Besides, the
highlight method refers to highlight the target colors by replacing
themwith colors that are easier to see [(26, 28, 29); Figure 3C]. In
addition, color contrast is a special algorithm for distinguishing
a pair of colors (26, 28, 29). The mechanism of the algorithm
is to transfer the target pair of colors to another particular pair
of colors that are easier to distinguish (Figure 3D). Augmented
visual information includes outline the shape of the area of
target colors and indicates the target color with texts or icons
[(26, 28–30); Figures 3E,F].

Blindness
Blindness is defined as the best-corrected visual acuity of a
patient’s better-seeing eye is <20/400 (33). The dominant causes
of blindness are age-related diseases, such as age-related macular
degeneration (34). Up to now, there is no therapy that can
reverse blindness since the diseases disturb the transmission of
visual data from the eye to the brain. Blindness brings severe
obstacles to the patient’s life, especially restricting their mobility.
Perceiving the surrounding environment and avoiding obstacles
are essential for improving mobility. Therefore, several distance-
based vision aid AR systems have been proposed (35–38). These
AR systems make use of color perception, light perception, and
hearing to convey information. For patients with blindness who
still can perceive color vision, two studies use colors to indicate
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FIGURE 3 | Different methods to help patients with color blindness. The top figure indicates healthy vision in each pair of figures, while the bottom indicates patients

with protanopia. (A) The natural scene. The patients with protanopia cannot distinguish the apples in red and the leaves in green. (B) The daltonization method (27). All

colors are shifted to achieve less confusing color combinations. (C) The highlight method (26). Once the patients want to distinguish any color, the target color will be

replaced by other colors that are easier to distinguish. In this case, red is replaced by pink. (D) The contrast method (26). In this case, red is replaced by yellow, and

green is replaced by blue. (E) The outline method (26). In this case, the areas in red are outlined in order to be distinguished easily. (F) The method of using icons (30).

In this case, the areas in red are indicated by the arrows.

distance (Figures 4A,B). Their system is applied on Microsoft
HoloLens, calculating the distances between objects and users
based on the video stream (35, 37). Similarly, for patients
considered blind but retain light perception, Hick et al. developed
an HMD using the brightness of the light-emitting diodes to
inform the patients about the distance (36). While the distance
between object and user was shortened, the light-emitting diodes
would be bright (Figure 4C). For total blindness, the spatialized
sound was used to express the distances in Liu’s study (38). The
intensity of the sound increased as the distance shortened.

Low Vision
Low vision is defined as the best-corrected visual acuity of a
patient’s better-seeing eye is better than 20/400 and <20/60
(33). Patients with low vision have difficulties in recognizing
things such as reading. The applications of AR in low

vision aid focus on strengthening the recognizing capability in
different strategies, including magnification, edge enhancement,
contrast enhancement, object recognition, and text extraction.
Magnification is the single most common strategy (39–43). The
images after magnification are showed in a window or covered
the user’s sight (Figures 4D,E). However, both of them are
inevitable to reduce the field of view. Therefore, some research
adjusts the transparency of the magnified images for the patients
to see the real environment and magnified images together (40,
43). Besides, edge enhancement can avoid this trouble, enhancing
the edge of the objects while remaining the view of the users
[(13, 39, 42, 44); Figure 4F]. Hwang and Peli used the positive
and negative Laplacian filters to enhance the edges (44). The
former one would highlight the edge with clear surroundings,
while the latter one is the opposite. In their AR system, the users
can choose one of three levels to enhance the edge according
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FIGURE 4 | Aiding the patients with low vision and blindness. (A–C) Illustrate using distance-based vision aid AR system to help the blind. (A) The natural scene. (B)

The method using colors to indicate distances (37). The area in warmer colors indicates the closer distances, while the area in cooler colors indicates the farther. (C)

The method using brightness to indicate distances (36). Brighter indicates closer distance while darker indicates farther. (D–I) Illustrate different methods to aid the

patients with low vision (39). (D) The natural vision of patients with low vision. (E) The magnification method. (F) The edge enhancement method. (G) The contrast

enhancement method. (H) The text extraction method. (I) The object recognition method.

to their situation. In addition, contrast enhancement helps users
recognize things by increasing the contrast of the images [(13,
39, 42); Figure 4G]. In Zhao’s study, the contrast enhancement
methods include maintaining the hues while increasing the
contrast and image binarization processing (39). In recent years,
with the rapid development of artificial intelligence, especially
convolutional neural networks, breakthroughs have beenmade in
image recognition (45). Among them, object or facial recognition
technology [(39, 42, 45); Figure 4H] and text extraction [(39,
40, 46); Figure 4I] using optical character recognition have been
combined with AR as strategies to improve recognizing capability
of the user with low vision. After object or facial recognition and
text extraction, the AR systems return with audio feedback and
text information.

Nyctalopia, Metamorphopsia, and Amblyopia
In contrast to color blindness, nyctalopia has problems
with rods rather than cones (47). Therefore, patients with
nyctalopia cannot recognize things clearly in a dark environment
(Figures 5A,B). AR has offered a new way in the therapy of
nyctalopia by brightening the vision in real-time. Hu et al.
proposed a night vision enhancement based on see-through

glasses (48). The glasses first inverted the dark image, then
used the de-hazing algorithms to process the inverted image.
After that, the processed image will be resized and calibrated to
the real environment (Figure 5C). Another research developed
Troyoculus, which used the self-illumination filter to brighten the
video streaming and implemented a bright excess filter to prevent
bright excess (50). Troyoculus was developed on two prototypes,
HMD and smartphone.

Metamorphopsia is a group of macular disorders that
cause the patient’s sight to twist (51). The common causes
of metamorphopsia include age-related macular degeneration,
diabetic macular edema, and vitreoretinal interface disorders.
Bozzelli developed an AR system that compensated or reduced
visual geometric distortions caused by metamorphopsia in real-
time, according to the precise measurement (52). The system
tested and adjusted its algorithms constantly until the user’s
vision was corrected. The correction algorithmmapped the video
streams onto a polygonal mesh and offset its vertices.

Amblyopia is a disorder that affects the spatial vision of
monocular or binocular (53). It is a developmental disease caused
by strabismus or anisometropia. Several VR and AR systems
are developed to correct amblyopia by providing games that
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FIGURE 5 | Aiding patients with amblyopia and nyctalopia. (A–C) Illustrate aiding patients with nyctalopia (48). (A) The healthy vision. (B) The vision of patients with

nyctalopia. (C) The vision of patients with nyctalopia after using the AR systems. The part of the scene is brightened to help the patients. (D–F) Illustrate aiding

patients with amblyopia (49). The patients are forced to use their lazy eyes more important than healthy eyes. In this case, patients play games that ask them to crush

the roaming stones. (D) The binocular vision. (E) The vision of the healthy eye, containing the game menus that do not need too much attention. (F) The vision of the

lazy eye, containing roaming stones that require high concentration.

force users to use their lazy eyes more important than healthy
eyes (Figures 5D–F). While using the VR systems, users are
completely immersed in the virtual environment, which increases
the occurrence of accidents. On the contrary, users can see the
real environment while using the AR system. Therefore, AR
is considered as a better substitution than VR in amblyopia
therapy (49).

Applications in Education
Medical Education
Ophthalmic surgery and diagnosis are difficult to get started due
to their meticulousness. As a result, medical students need to
practice a lot to be qualified. However, many students cannot
get enough chances to practice because of the lack of cases. The
surgical or diagnostic training simulators based on VR or AR
systems have been presented to solve this problem. Students can
acquire adequate practice through simulators to improve surgical
or diagnostic quality. An inevitable defect of the VR simulators
is that VR blocks the connection with the real environment. On
the contrary, the AR simulators can reserve the real environment
while simulating the surgical or diagnostic information. The
AR simulators have been implemented in direct or indirect
ophthalmoscopy and microsurgery. Schuppe et al. presented
EYESI, a training simulator for indirect ophthalmoscopy, in
2009 for the first time (54). EYESI could show the hands
of the examiner from the real world while simulating the
patient and fundus. Besides, the AR training simulator of
indirect ophthalmoscopy has been developed on low-cost mobile
platforms (55). The simulator has two prototypes. One is based
on the smartphone used as a direct ophthalmoscope, and the
other is based on HMD. Although it was helpful for users to

learn ophthalmoscopy, most participants thought they could
not master this technology. Moreover, Ropelato et al. developed
an AR system for training micromanipulation skills, equipped
with a simulative training environment and assessing system
(56). In this system, Microsoft HoloLens presented a surgical
environment that allowed users to stay in touch with the real
world, such as the real instruments or the assistants involved
in the surgical procedure. Similarly, CatAR was developed for
cataract surgical training (57). What had improved was that they
updated the display’s resolution, which improved the reality of
the simulated surgery.

Public Education
Since ophthalmic diseases might cause severe consequences and
significantly impact life quality, prevention is more important
than treatment (58). Besides, although the public might know
a little about ophthalmology, a healthy person might not
understand how badly the patients suffer from ocular diseases
(59). As a result, it is necessary to educate and inform the public.
The following research has developed several devices to simulate
ophthalmic diseases. Ates et al. presented a low-cost simulation
named SIMVIZ (60). Two wide-angle cameras catch the real
world, and then the filters deal with the video stream in different
ways according to different disease modes and finally send it to
the user’s sight. The filters can simulate macular degeneration,
diabetic retinopathy, glaucoma, cataracts, color blindness, and
diplopia using different algorithms. However, SIMVIZ provides
an immersive simulative environment for users. It has problems
of inconvenience, low resolution, and accuracy. Similarly, Jones
et al. proposed methods to simulate six vision, including
disability glare, blur, metamorphopsia, perceptual filling-in, and
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color vision deficits (61). These methods are implemented in
smartphones and HMD. In subsequent research, Jones proved
the effectiveness of these methods (62). Moreover, an eye-tracked
AR system was developed to improve the accuracy of simulated
cataracts (63). The processing system included the following
parts: reducing visual acuity, reducing contrast, applying color
shift, simulating dark shadows, and simulating sensitivity to light.
In order to find the best parameters, they conducted interactive
experiments with cataract patients. The cataract patients had
undergone surgery on one eye while the other had not. They
were asked to compare the simulation to their cataract view
and return the result to adjust the parameters. In the end,
several parameters were constantly adjusted to attach the best
simulation. Furthermore, simulating the vision of patients with
ocular diseases can enlarge the sample size for research (64).

Applications in Clinical Assistance
Surgery and diagnosis are important but challenging in
ophthalmology since they require a quantity of experience (65).
Except for helping medical students practice in the classroom,
AR has been implemented in real-time clinical assisting. The AR
system using additional information such as imaging information
or diagnostic standard to improve the quality of surgery or
diagnosis. OCT is a technique that can obtain high tissue
resolution images, and the optical microscope andOCT can share
the same optical path (66). As a result, it has great potential to be
introduced to ophthalmic surgery with AR systems. Combining
AR and OCT in ophthalmic surgery has been explored to
improve the accuracy of the surgery (67, 68). An advantage of
OCT is that it can perform three-dimensional reconstruction
of scanned images and provide any section image or depth
stereo image at surgeons’ will. Through the AR system, the OCT
images can be integrated with the surgery scene in real-time, and
the surgeon can investigate the OCT images and surgery scene
simultaneously. In Roodaki et al.’s study, the vertical section was
provided to inform the surgeon of the distance between surgical
instruments and fundamental ocular tissues (67). In another
study, different depths of the stereo image were used to provide
vivid information on tissues (68). Besides, the AR system has
been implemented in deep anterior lamellar keratoplasty surgery
navigation. The system carrying artificial intelligence can detect
the corneal counter and overlay it onto the video streaming,
assisting the surgeons in recognizing the corneal. Furthermore,
AR has been introduced in slit-lamp for assisting diagnosis (69).
The images stored previously were placed onto the real-time
slit-lamp right-view while the left-view of the slit-lamp remains
natural. The users can improve their diagnostic accuracy by
comparing the natural view with the standard.

DISCUSSION

AR is a popular technology in ophthalmology and has
developed rapidly in the recent decade since the appearance
of commercial HMDs and smartphones. The applications
of AR in ophthalmology introduced in this review involve
therapy, education, and clinical assistance. In order to have a
better understanding of AR’s development in ophthalmology,

we have counted the number of publications in each
application according to our classification method in the
Google Scholar database (Supplementary Figure 1 and
Supplementary Table 1). The AR’s applications in ophthalmic
therapy account for the largest share, followed by education
and clinical assistance. Although the number of studies on
therapy is the largest, the research of AR in ophthalmic therapy is
unbalanced. There are 14 publications about low vision, but only
1–2 studies on nyctalopia, metamorphopsia, and amblyopia. It
requires researchers to pay more attention to AR’s applications
in ocular diseases lacking research. In education, although the
amount of publications in medical education is limited, the
AR systems are well-evaluated. For example, EYESI, a surgical
simulator. A systematic review reported that 38 publications
had held evaluation experiments on it (70). As a result, the
development of AR in medical education is more mature than in
other fields in ophthalmology. In addition, few researchers study
clinical assistance, especially diagnostic assistance. Although it
is of great significance to promote the progress of the overall
medical level in ophthalmology, a lot of research is needed.

Applications in therapy aim to improve patients’ vision or
activities closer to healthy people. The common symptoms of
eye disease are visual disturbances, and AR equips the ability
to process visual information to enhance vision. Therefore, the
therapy is a unique application in ophthalmology compared to
other diseases. Besides, as a non-invasive treatment method, AR
has great potential in alternative therapy. For patients with ocular
diseases who cannot tolerate surgery or drugs, AR is a better
choice. In addition, AR provides visual aids to patients suffering
from incurable diseases to improve their quality of life. However,
efforts are still needed to pay in ophthalmology treatment. Most
AR applications in ophthalmology still lack adequate clinical
research to evaluate the effectiveness, especially in ophthalmic
disease aid. Although a few of research have held evaluation, the
problems with insufficient sample size and selective bias still exist
(42, 62). It is urgent to hold clinical experiments on evaluating
AR applications in ophthalmology to provide robust evidence
to accelerate their widespread. Besides, a highly customized AR
system implemented in ophthalmic disease aid is expected to
develop. At present, AR systems implemented in ophthalmic
disease aid mainly focus on a specific disease. However, a
patient may suffer from multiple diseases at the same time. For
example, a patient suffering from myopia and color blindness
needs to wear prescription glasses while using the AR system
(25). As a result, the combination of different AR applications
in ophthalmic diseases should be considered. In addition, the
current applications of AR in fundus diseases such as age-related
macular degeneration cannot solve the problem from the root
cause because the visual information provided by AR is disturbed
or hindered in the transmission of the retina or visual pathway.
If it is possible to transmit visual information bypassing the
retina or even bypassing the entire visual pathway to achieve the
cerebral cortex, patientsmight recover to healthy levels. However,
it requires landmark breakthroughs in Neurobionics and the
brain-computer interface (71). For now, AR can be considered
exploring the therapy of ocular diseases by changing visual habits.
The implementation of AR in amblyopia therapy provides a
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good example (49). Similarly, AR equips excellent potential for
intervention to form healthy vision for ocular diseases related to
visual development and formation.

The applications of AR in ophthalmic education involve
public education and medical education in this review. Their
common mechanism is simulating the vision vividly in real-
time. The applications of AR in education can provide medical
students with a lot of opportunities for practice. AR also allows
healthy people to experience the vision of patients. In addition,
compared to VR, the vision of AR simulation is more realistic
and vivid because it is based on the natural environment.
However, the evaluation of AR simulators is still lacking (70). In
public education, obstacles still exist in evaluating several disease
simulations, such as simulating the vision of color blindness.
Since the vision of color blind patients cannot be obtained,
precise evaluation standards have been lacked (72).

Similarly, the applications of AR in clinical assistance lacks
effective evaluation. At present, AR is providing additional
information to guide clinical activities in order to improve
accuracy. However, AR technology includes not only adding
information but also reducing and processing information.
Therefore, AR technology can also be considered to remove
things overlaying surgery or inspection targets in vision.

In addition to the three areas summarized in this article, AR
also has potential in diagnosing and protection. There have been
some researches well-developed on VR but lack exploring in AR
in the diagnosis of strabismus (73). It might be possible to achieve
better effectiveness by implementing well-developed diagnosis
applications from VR to AR since AR is based on natural vision
and can be used for a long time (9). The development of a
monitoring system based on AR devices can monitor eye health
in real-time and discover hidden diseases. In addition to treating
patients with eye diseases, the AR system can be considered to
protect healthy people and patients suffering from surgery or
treatment. For healthy people, the AR system can be used to
process vision in situations that are harmful to the eyes. For
instance, when driving under strong sunlight, the brightness of
the corresponding field of view is expected to be reduced with
an AR system. The AR system can be implemented to prevent
possible secondary ocular diseases for patients suffering surgery
or treatment. For example, patients who use atropine to dilate
their pupils can use AR systems to avoid too bright vision.

Since AR applications in ophthalmology integrate medicine
and engineering, the development of AR in engineering is also
critical. The most significant restriction of the ophthalmic AR
system is the hardware. The resolution of the image is an
unavoidable question troubling cameras and displays. A 20/20
vision requires a display system with 60 pixels per degree
resolution in theory (74). Most of the research is based on

HMDs and smartphones, but these devices can only provide
∼10–12 pixels per degree (57). Besides, the computing power
and volume of the computing units restrict the function and
mobility of the AR system. In the beginning, the AR system
relies on a PC (36). As a result, it is bulky for users to
undertake. With the rise of HMDs and smartphones, which
use embedded computing centers, the mobility of AR systems
has been significantly improved, but the small space limits its
computing power. Fortunately, in the stage of Industry 4.0, the
5G telecommunication provides a massive capacity for real-
time information transmission, which allows real-time cloud
computing (75). The cloud computing method can reduce
the volume immensely and increase the computing power
(76). In addition, some HMDs are heavy, thus making them
uncomfortable to use for a long time (77). Furthermore, the
battery capacity is limited, restricting the using time (77). It is a
hazard for ophthalmic patients that the AR system strikes in some
time. This situation could be prevented by developing battery
technology and multi-energy power (78).

In conclusion, applications of AR in ophthalmology
have been implemented in therapy, education, and clinical
assistance. However, there is still a large room for development,
which needs researchers to pay more effort. Applications
in diagnosis and protection might be worth exploring.
Although the obstacles of hardware restrict the development
of AR in ophthalmology at present, the AR will realize its
potential and play an important role in ophthalmology in
the future with the rapidly developing technology and more
in-depth research.
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