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A B S T R A C T   

In this paper, we present a novel on-demand modular robotic photoacoustic tomography (PAT) probe integrated 
into an endoscopic device, potentially for deep intragastric sensing. The proposed solution offers a plug-and-play 
approach through the use of meso-scale steerable endoscopy and a new ‘snap-on’ 3D robotic PAT probe that can 
reconfigure the geometry of the intracorporeal light delivery, inspired by an umbrella structure. Specifically, 
using the limited esophageal access, steerable endoscopy allows navigation and advancement of a distally 
mounted robotic add-on for PAT that is folded until it reaches the deep-seated gastric lesion. Once the tip is 
positioned near the lesion site in the gastric cavity, there is ample working space for the robotic probe to adjust 
its umbrella-like unfolded shape. This allows fine-tuning of the laser delivery orientation of the fiber bundles to 
achieve the lesion-specific light delivery scheme. This design allows volumetric imaging of the intragastric PAT 
with enhanced sensitivity. To evaluate the performance of the modular robotic PAT probe, we performed a 
simulation analysis of the light intensity and ultrasound field distribution. The simulation results show that the 
robotic probe is feasible for intracorporeal PAT imaging. In addition, we printed a 3D model of a human stomach 
containing a simulated gastric tumour. Both the phantom and ex vivo experimental results validate the feasibility 
of the proposed robotic PAT probe.   

1. Introduction 

Early gastric cancer (EGC), which is only infiltrated into mucosa or 
submucosa [1], is a relatively stable biological stage with low incidence 
of lymph node metastases [1]. The five-year survival rate of EGC has 
reached 80% after treatment, but early diagnosis rate of EGC is only 
5–20% [2]. In clinical practice, the rapid identification of gastric cancer 
mainly relies on white light endoscopy (WLE) [3,4]. The confirmation of 
diagnosing suspicious lesions is conducted by selective sample biopsy 
followed by histological examination. Besides, the treatment plan of 
gastric cancer is closely related to the tumour invasion depth. However, 
WLE has limitations in assessing the invasion depth of the gastric tumour 
[5–7]. Hence, to characterize the lesion deep inside the mucosa, endo-
scopic ultrasound (EUS) has been introduced to assess the invasion 
depth for gastric cancer staging [8]. Nevertheless, low EUS image 
contrast fundamentally limits its ability to exhibit physiologically spe-
cific functional information for EGC characterization [9]. Furthermore, 
macroscopic early-stage gastric tumours are categorized as elevated and 
flat/depressed types, such that cross-sectional EUS alone cannot be well 

suited for comprehensive evaluation of tumour morphological variation. 
These limitations pose a challenge in the identification and character-
ization of gastric tumours in their early stage. Consequently, it is of 
urgent necessity to develop a new in situ volumetric imaging modality 
with excellent contrast, spatial resolution, and penetration depth for 
determining the shape, volume, and invasion extent of EGC [10]. 

Photoacoustic Imaging (PAI), an emerging biomedical imaging mo-
dality, has developed rapidly and achieved remarkable progress in 
recent decades [11,12]. PAI holds the merits of both high optical ab-
sorption contrast and deep acoustic penetration since it is a hybrid 
combination of optical and ultrasonic imaging [13,14]. Additionally, it 
is inherently free of ionization radiation. With these merits, PAI prom-
ises to be deployed in various clinical applications according to its sys-
tem configuration. In general, photoacoustic microscopy (PAM) targets 
at micro-scale or meso-scale biological tissues where focused laser beam 
and single element transducer are utilized for PA signal excitation and 
detection [15,16]. Another configuration is referred to photoacoustic 
computed tomography (PACT) by using diffused light illumination, 
multi-channel PA signal acquisition [17,18], and dedicated image 
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reconstruction algorithm, which is well suited for macro-scale and 
deep-seated organ imaging [19]. To yield volumetric PAI, 3D PAM is 
generally implemented by scanning the focused optical and/or ultra-
sonic spot in the horizontal plane (Fig. 1.A-B). By contrast, 3D PACT 
allows for broad light illumination area, and array-based signal detec-
tion (Fig. 1.C-E) [20–22]. In term of 3D PAI configuration, the scanning 
linear array [Fig. 1C] [23], hemispherical array [Fig. 1 E] or full-ring 
array are usually used in 3D PACT for multichannel sensing [24]. 
Among them, the scanning in 3D PAM is time-consuming while 
non-planar transducers associated with 3D PACT may result in coupling 
problems [25,26]. 

Conventional paradigms of extracorporeal PAI, such as PACT sys-
tems based on clinically available ultrasound probes, face challenges in 
detecting carcinoma in situ within the gastric lining due to the limited 
depth of penetration [4,27]. In this context, a promising alternative is 

the use of endoscopic PAI probes to access the gastrointestinal (GI) tract 
for intracorporeal imaging and detection [28]. Photoacoustic endoscopy 
(PAE), a variant of scanning-based PAM, has shown great potential in 
the detection and diagnosis of early GI cancers. However, it is worth 
noting that the benefits of PAE are best realized in endoluminal imaging. 
For applications related to gastrointestinal cross-sections with different 
diameters, such as intestinal, esophageal, and gastric examinations, a 
PAE probe with a variable focus is required. To address this challenge, 
Yang et al. developed an autofocus PAE (AF-PAE), which allows 
high-resolution imaging of irregular GI tracts, compensating for the loss 
of lateral resolution caused by the probe’s defocus scanning [28]. A 
major limitation of conventional PAE is the inability to detect in situ 
tumours in the deep GI tract at depths greater than 5 mm. To address 
this limitation, Wang et al. proposed a photoacoustic and ultrasound 
dual-mode endoscopy that can simultaneously image internal organs in 
vivo [29]. By taking advantage of the complementary strengths of 
photoacoustic and ultrasound imaging, this integrated PAE/EUS system 
is expected to be used for the detection and monitoring of deep GI tu-
mours in the clinical setting. In addition, conventional PAE based on 
single-point scanning protocols may have difficulty in obtaining clear 
intraluminal high-fidelity PA imaging due to GI peristalsis. 

In this paper, we present an on-demand modular robotic photo-
acoustic tomography (PAT) probe that integrates with a standard 
endoscopic device at the distal end for potential deep intragastric 
sensing. This plug-and-play solution combines meso-scale steerable 
endoscopy with a new ‘snap-on’ robotic 3D PAT probe inspired by an 
umbrella structure, enabling reconfigurable intracorporeal light- 
delivery geometry. In situations where access to the esophagus is 
limited, the steerable endoscopy system will make it possible for smooth 
navigation and progression of the folded robotic PAT add-on mounted 
distally, thus enabling access to deep gastric lesions for enhanced 
imaging. 

Fig. 1. Representative implementations of 3D PAI system. A. OR-PAM, B. AR- 
PAM, C. PACT system based on a linear array, and D. PACT system based on a 
customized 2D array. E. PACT system based on a spherical array. 

Fig. 2. Schematic diagram illustrating the configuration of the overall system.A. The modular robotic PAT probe design inspired by an umbrella. B. The probe’s state 
of entry into the gastric cavity. C. The endoscopic PAT imaging setup. DAQS: Data Acquisition System; E. The deployment of the robotic probe is described in detail. 
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2. Material and methods 

2.1. Overall system configuration 

Fig. 2-A and B show the overall system configuration that is 
composed of two components: a modular robotic PAT probe and a meso- 
system. 

2.1.1. Modular robotic PAT probe 
The ’snap-on’ robotic PAT probe is designed to generate versatile 

light-delivery configuration for lesion-specific intracorporeal PAT. It is 
distally interfaced with the gastric endoscopy to facilitate on-demand 
PAT imaging capability. Such a robotic probe design is inspired by an 
umbrella-like structure (Fig. 2.A). 

2.1.2. Meso-system 
The meso-scale gastric endoscopy is used to navigate and steer for 

delivering an intracorporeal PAT probe into the gastric cavity. Such an 
endo-cap PAT probe is mounted at the distal end of a conventional 
gastric endoscopy. Herein, we improve such a passive endoscopy to be 
active maneuvering, which involves the insertion from the mouth fol-
lowed by navigation via esophagus access, and ultimately being deliv-
ered close to the remote site of the lesion inside the gastric cavity (Fig. 2. 
B). 

2.2. Modular robotic PAT probe 

A plug-and-play modular robotic 3D PAT probe was developed and 
deployed as shown in Fig. 3A. The umbrella-inspired robotic PAT probe 
is distally interfaced with steerable gastric endoscopy to provide on- 
demand PAT imaging. The overall robotic add-on comprises two parts: 
an umbrella-inspired reconfigurable 3D PAT probe and an integrated 
cable bundle. 

2.2.1. Umbrella-inspired re-configurable PAT probe 
This probe is composed of a fiber bundle (1-splitting-3), a 2D array 

transducer, and an umbrella-inspired light-delivery module. The three 
ferrules at the beam splitter end of the fiber bundle are fixed on the three 
respective umbrella rib-like structure of the probe, and then the three 

umbrella ribs are connected to the central axis using three connecting 
rods. The central axis functions as a hollow cylindrical structure, ac-
commodating a 2D array ultrasonic transducer (Guangzhou Doppler 
Electronic Technologies Co., Ltd, 7 ×7 =49 elements, pitch: 0.49, array 
size: 7 mm × 7 mm, central frequency: 5 MHz, bandwidth: 70%, 
element size: 0.3 mm). A slender wire made of nickel-titanium alloy 
with a 1 mm diameter passes through the slider and the fixation ring of 
the connecting rod, ultimately linking to the umbrella rib-like structure. 
In this setup, the angle of the umbrella rib extension can be adjusted by 
utilizing an extracorporeal wire-actuated module to push or pull the thin 
wire, which allows for a lesion-specific, reconfigurable light-delivery 
system within the stomach. 

2.2.2. Integrated cable bundle 
To facilitate the transducer signal cable, fiber bundle and actuating 

push-pull wire to be inserted through the instrument channel of the 
standard endoscopy, we incorporated them as an integrated cable 
bundle. The distal end of the integrated cable bundle is connected to the 
robotic PAT probe via an adaptor while the proximal end is externally 
connected to the DAQ card (transducer signal cable), laser source (fiber 
bundle) and wire-actuated module (nickel-titanium alloy wire). 

2.3. Meso-system: steerable gastric endoscopy 

The meso-system is elaborated in Fig. 2.B. It consists of the proximal 
control body, insertion tube, and distal bending section. Among them, 
the distal bending section of the standard gastric endoscopy is modified 
from manual operation mode to wire-driven control mode. As such, the 
proximal control body is composed of driving motors and driven wires. 
The insertion tube provides a wide range of passive motion, whilst the 
active bending section enables a small-scale range of motion at the distal 
end of a meso-scale steerable endoscopy. The distal end pose and 
bending section shape are controlled by pulling and releasing of the silk 
thread via drive motors. To demonstrate the efficacy of the meso-system, 
tip position simulations are carried out to assess the workspace and 
redundancy of the bending section of the endoscopy [30,31]. The study 
estimates the workspace of the active bending section using the provided 
parameters of the deployed steerable endoscopy. The details of its 
workspace and kinematic modeling can be found in the Supplementary 

Fig. 3. Overall System and Experimental Setup (A): The setup included a steerable gastric endoscopy system (B), an umbrella-inspired snap-on robotic PAT probe 
(C), and a custom-made 3D ultrasonic transducer (D). Through the esophagus access, the steerable endoscopy enabled distal mounting of a folded robotic PAT probe 
towards the simulated tumour (E). Once the endoscopy tip reaches the area near the tumour on the inner stomach wall phantom, a larger intracavity space allows the 
robotic PAT probe to adjust its umbrella-like unfolded pattern (F). 
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Materials. 

2.4. Optical excitation mode and simulation 

In order to fulfill the workspace requirement for deep gastric intra-
corporeal PAT imaging, the free-space light from the Q-switched pulsed 
laser is coupled to a fiber bundle, which is divided into three parts, with 
the end of each attached to the hinge axis of the umbrella-inspired ro-
botic PAT probe, respectively. The incident angle of the laser irradiation 
onto the target lesion deep-seated within the stomach could be finely 
tuned by controlling the angle between the hinge axis and the central 
axis of the modular robotic probe. The pulsed nanosecond light beam 
from the Q-switched laser (DSC-532–5, CNI) features a 7 ns pulse 
duration at 532 nm with the pulse energy of 3.3 mJ and a repetition rate 
up to 20 Hz, which is also an elliptical beam with engery stability is 3% 
of root mean square (RMS) in energy and 25 μrad in directivity. The laser 
beam passes through two convex lenses for 3-time beam expansion first, 
then obtain spatially filtered for better quality of the spot. A pinhole with 
a diameter of 10 µm is herein located at the posterior focus of the front 
focusing lens to generate a collimated beam with a diameter of about 
6 mm. Afterwards, the combined end of the fiber bundle is placed on a 
manually adjustable 3D optical rack for fiber position adjustment to 
maintain the consistency of laser energy yielded by three branches of the 
fiber. To demonstrate the distribution of light in biological tissues during 
the adjustment of angles, the propagation of light in biological tissues 
was simulated using Monte Carlo (MC) method. The MC method was 
hereby performed using Software Monte Carlo Extreme. 

A schematic and the positioning calculation of this simulation is 
shown in Fig. 2.D Three laser beams with 25.4◦ divergence angle were 
simultaneously set in this simulation. The distance between the detector 
and the surface was set to be 15 mm. A variable θ (see Fig. 2.D) used to 
control spots distributing on the surface of sample was introduced. 
Different θ values correspond to different distances between three spots. 
Four different incident angles were set to get the discrepancies of photon 
propagation. For the distance of 15 mm, they were 0, π/24, π/12, and 
π/9, respectively. Besides, in each incident angle of different distances, 

the photon propagation of cross sections on 4 different depths, and the 
discrepancies of fluence along the diameter of the circle consisting of 
three laser beams, were recorded. 

All the parameters and scales for this simulation were based on the 
mechanical design of the detector and sources. For the scattering me-
dium, it was divided into two parts for the simulation of the practical 
scenario. The part above the surface is water, while the other is the 
biological tissue. For the biological tissue, the anisotropic factor, 
refractive index, optical absorption coefficient and optical scattering 
coefficient of the tissue sample were set to 0.9, 1.37, 0.01 cm− 1 and 
20 cm− 1. On the other hand, they were 0.9, 1.37, 2.9 × 10− 5 and 
1 × 10− 6, respectively for water. 

2.5. Experimental setup 

As shown in Fig. 2.C, a 5 V TTL (Transistor-Transistor Logic) signal 
from the laser, which reflects the timing of the laser output, was hereby 
used to synchronize entire system, including trigger of Data Acquisition 
System (DAQS). A portable DAQS (Langyuan Inc.) was chosen to collect 
photoacoustic signals for back-end image reconstruction. The whole 
acquisition system provides up to 54 dB low-noise signal amplification 
and up to 12 nV@ 80 dB, 80 MSPS sampling rate and 12-bits resolution. 
The acquisition mode of the DAQ system was selected as external 
trigger, that is, the TTL signal of the laser was used to trigger the DAQ 
system. Besides, the data of the acquired original photoacoustic signal of 
the array were first averaged to reduce the interference of white noise. 
At the same time, the Delay and Sum algorithm written in Visual Studio 
2019 (Microsoft Inc. US) was used to reconstruct the PA image. To in-
crease the imaging speed, Graphics Processing Units (GeForce RTX 
3090, NVIDIA, US) was used to speed up the PAT image reconstruction. 
Lastly, a frame rate of 15 fps was achieved, which is sufficient to fulfill 
the intragastric PAT imaging requirements. The photographs of the 
whole system and details of each component are shown in Fig. 3. 

We 3D-printed a human stomach phantom with a simulated gastric 
tumour extracted from clinical CT data. Through the constrained 
esophagus access, the steerable endoscopy is actively guided a distally 

Fig. 4. Phantom experimental results for the characterization of resolution. A. Photograph of the phantom setup. B. PA image of region A. C. PA image of region B. D. 
x-y imaging view of region B and its FWHM. E. x-z imaging view of region B and its FWHM. F. z-y imaging view of region B and its FWHM. 
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mounted robotic PAT add-on with a folded configuration towards the 
simulated tumour (Fig. 3.E). Once the tip is delivered close to the 
tumour site within the gastric cavity, the sufficient workspace can be 
allowed for the robotic PAT probe to reconfigure its umbrella-like 
unfolded pattern, such that the lesion-specific light delivery scheme 
can be achieved by fine tuning the laser irradiation orientation of optic 
fiber bundles, thereby enabling intragastric PAT volumetric imaging 
(Fig. 3.F). 

3. Phantom experiments 

3.1. Cross-wire phantom experiment 

We validated our developed endoscopic 3D PAT system using a 2D 
array transducer on a cross-wire phantom (see Fig. 4.A). The phantom 
was partitioned into two distinct regions and imaged separately. Spe-
cifically, we imaged Region 1, made up of intersecting black wires, to 
confirm the effectiveness of the endoscopic 3D PAT system. We imaged 
Region 2, located below Region 1, which consisted of a single black wire, 
to evaluate the resolution of such an endoscopic PAT system by 
analyzing PA signals. Since the both cross-wires are not parallel to the 
horizontal axis, we utilized the geometric projection method to compute 
the full width at half maximum (FWHM). FWHM= 1/ 

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

1/x − FWHM2 + 1/y − FWHM2 + 1/z − FWHM2
√

, in which x-FWHM, 

y-FWHM and z-FWHM represent the FWHM values projected on x-axis, 
y-axis and z-axis, respectively. Using the geometric projection method, 
the calculation of the full width at half maximum (FWHM) of the wire 
image yields approximately 0.89 mm. The x-FWHM, y-FWHM, and z- 
FWHM measurements were 1.75 mm, 1.68 mm, and 1.18 mm, respec-
tively, as shown in Fig. 4.D.-E.-F. Taking into account the actual diam-
eter of the line (0.3 mm), we determined that the reconstructed image 
had an effective resolution of approximately 0.59 mm. This value is 
slightly greater than the resolution achieved through K-wave simula-
tion, which was 0.49 mm horizontally and 0.54 mm axially. 

3.2. Stomach Phantom Experiment 

To simulate various intragastric tumour infiltration models, we 
created tumour mock-ups of various shapes using Play-Doh as a 
modeling material (see Fig. 5.A). These simulated tumour targets were 
attached to the inner surface of the stomach phantom. The entire 
phantom was submerged in water, and our proposed robotic 3D PAT 
probe was introduced into the gastric cavity with the aid of a steerable 
gastric endoscopy. It was used to obtain volumetric PAT images of three 
distinct target regions featuring tumour models of varying sizes and 
shapes. C). The first region comprised a dark red infiltrated tumour 
phantom along with a surrounding black spherical object. The former 
measured about 2.9 mm in dimension, while the latter had a diameter of 
0.5 mm (refer to Fig. 5.C). Region 2 and Region 3 (refer to Fig. 5.D-E) 

Fig. 5. Photograph of stomach phantom with tumour mock-ups: A. internal view of the phantom, B. external view of the phantom, C.-D.-E. three simulated tumour 
models on Region 1, Region 2, and Region 3. F.-G.-H. corresponding 3D endoscopic PAT of three simulated tumour models on Region 1, Region 2, and Region 3. 
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consisted of tumour models varying in size and shape, made with Play- 
Doh and with envelope diameters of 2.1 mm and 1.5 mm, respectively. 
The 3D PAT images of the simulated tumours are displayed in Fig. 5.F.- 
G.-H, which accurately delineate the tumour models in distinct regions 
of the stomach phantom. 

4. Ex vivo experimental preparation 

In order to objectively assess the imaging capabilities of our pro-
posed system on living organisms, we conducted ex vivo experiments on 
the stomach of a 2-year-old, 128 kg adult pig. The preparation process 
for the specimen involved creating a small incision with a knife tip in the 
upper-middle portion of the stomach of a recently slaughtered pig, fol-
lowed by manual removal of oil.  

(1) The preparation process for the specimen involved creating a 
small incision with a knife tip in the upper-middle portion of the 
stomach of a recently slaughtered pig, followed by manual 
removal of oil.  

(2) The entire stomach was coated in flour, then rinsed with water to 
remove any external mucus. Next, the stomach was immersed in 
warm water for 3 min and removed. The interior was washed out 
with saline water to dislodge any lingering grease. Our system 

acquired imaging results without interference from extraneous 
factors due to our precise specimen preparation.  

(3) After initially cleansing and degreasing the samples, we injected 
approximately 1 mL of ink into two separate regions within the 
stomach to simulate gastric lesions. To accomplish this, we 
carefully and obliquely inserted a syringe into the internal mu-
cosa of the stomach and then slowly injected the ink to fully 
saturate the mucosa. We then covered the opening of the needle 
with petroleum jelly to prevent any ink leakage. The samples of 
the injection are depicted in Fig. 9. A and 10. A. To demonstrate 
the continued reliability of our proposed device in biological 
imaging, we conducted an experiment wherein a rubber ball with 
a diameter of 2 mm was embedded beneath the surface of iso-
lated pig stomach tissue(see Fig. 9. A). This deliberate action 
served the purpose of establishing a contrasting reference point 
alongside the injected ink area.  

(4) Seal the entire stomach with agar and blow continuously through 
the tube to the stomach inlet to prevent agar from seeping inside 
and ensure accessibility to the instrument. To obtain an imaged 
sample sealed within the agar, leave the sample at room tem-
perature (25 ◦C) for 120 min, the entrance to the stomach re-
mains intact, and the interior space is relatively empty, 
accurately simulating the environment of the human stomach. 

Fig. 6. Monte Carlo simulation results of different light illumination angle in different layers (from 0mm–7mm). Column A.- D. light distribution on θ = π/12，π/
9，π/6 illumination angles and focusing cases. 
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5. Simulation and ex vivo experimental results 

5.1. Optical simulation results 

Monte Carlo simulation reveals that for different laser irradiation 
angles, the illumination pattern on the surface of the sample is not the 
same with that inside the sample [32]. Columns (A) to (D) in Fig. 6 
reflect the illumination distribution of light beams with different inci-
dent angles in different depths. It can be clearly observed that the dis-
tance between the three beam spots on the surface of the object is the 
farthest in the case of an illumination angle (refer to Fig. 6.F) of π/24. As 
the angle becomes increasingly larger, the three beam spots gradually 
converge until they completely coincide. Correspondingly, in the 
dimension of the z-axis, when θ = π/24 and z > 5mm, the illumination 
distribution range is larger and more uniform. However, as the three 
beams converge directly under the image probe, the illumination range 
gradually increases. Constricted and concentrated, it can provide a 
higher light intensity. In such a case, a reasonable illumination scheme 
can be chosen for the sample according to the imaging depth re-
quirements. In order to better characterize the light energy distribution, 
comparison was conducted between the light spots and different illu-
mination angles at the same z-axis depth horizontally, i.e., each 
cross-sectional view was drawn at the same z-axis depth along y =
10mm to draw the light energy distribution. The results are shown in  
Fig. 7. 

5.2. Ultrasonic field simulation results 

For ultrasonic field simulation, we utilized COMSOL software to 
simulate the transducer’s acoustic pressure distribution. This software is 
capable of multi-physics field simulation, which visualizes the custom- 
made device performance and other critical parameters. The Sound 
Pressure Level (SPL) distribution of paraxial area and spherical area of 
2D ultrasound array was calculated, together with a directivity index 

image. Within the paraxial area, a high SPL level is achieved at about 
75 dB (a 1 V voltage is exerted on the transducers), which exceeds the 
SPL outside the main beam by 6 dB. Fig. 8.A describes the paraxial 
acoustic sensitivity, while Fig. 8.B shows the spherical acoustic sensi-
tivity distribution of the array. The acoustic sensitivity distribution of X- 
Y cross section (z = 10mm) was also calculated, as shown in Fig. 8. C. 
While working at a frequency of 100 kHz, this transducer array has a 
main beam within 71◦ (Fig. 8.D depicts the array’s far-field directivity 
index), and two sidelobes at about ± 50◦. Fig. 8.E shows the far-field 
Directivity Index (DI) of the array transducer from 50 kHz to 200 kHz. 
Overall, this array transducer could achieve a superior directivity, 
acoustic sensitivity and homogeneity within its main beam area (when 
z < 5mm), and the maximum difference of the acoustic sensitivity was 
estimated to be within 7 dB. 

5.3. 3D endoscopic PAT results of ex vivo porcine stomach 

Fig. 9 3D endoscopic PAT results of two injection area 1 of the ex vivo 
porcine stomach.A. tisssue with ink inject at area 1 B. ISO view of 3D 
PAT. C. x-z plane view of 3D PAT. D. y-z plane view of 3D PAT. E. y-x 
plane view of 3D PAT. 

3D PA imaging results of reference image and two injection areas in a 
volumetric rendered view are illustrated in Fig. 9.A,10.A,11.A. and its 
2D maximum amplitude projections (MAP) are given in Fig. 9.B.-C.-D, 
10.B.-C.-D, 11.B.-C.-D and F.-G.-H. The lateral resolution is measured 
using line spread function (LSF), which, at the depth of 6 mm and 9 mm, 
is estimated to be about 0.67 mm and 0.82 mm, respectively. Similarly, 
axial resolution is also estimated at 0.76 mm. Contrast-to-noise ratio 

(CNR) of the captured PA image is calculated byCNR = 20log|Si − Sb |̅̅̅̅
σ2

b

√ , 

where Si is the mean brightness value of the imaging target that is 
manually selected within a 10-voxel line inside the tumour image, Sb 

and σ2
b represent the mean brightness value and the variance of the 

brightness value of the background within a 5 × 5 × 5-voxel cube 

Fig. 7. Light energy distribution along with y = 10 mm in different depths: (A) z = 0 mm. (B) z = 3 mm.(C)z = 5 mm.(D) z = 7 mm.  
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outside the phantom image. In this way, image CNR is calculated to be 
about 16.3 dB [16.1 ± 0.2 dB (mean standard deviation) at 11 mm in 
depth,19.6 ± 0.2 dB at 14 mm]. Sidelobe level, calculated by dividing 
the mean brightness value of the imaging sidelobe by the mean bright-
ness value of the phantom image, is calculated to be − 10.4 dB ± 0.5 dB. 

6. Discussion 

Our proposed probe has been evaluated by imaging a cross-wire 
model and analyzing the signal, achieving an effective resolution of 
approximately 0.74 mm. We also assessed the system’s ability to detect 

Fig. 8. Ultrasonic field simulation results. A. Paraxial Sound Pressure Level (SPL) distribution. B. Spherical SPL distribution. C. SPL distribution at x-z plane at 
100 kHz, z = 10 mm. D. Far-field Directivity Index (DI) of the array @ 100 kHz. E. Far-field Directivity Index (DI) of the array from 50 kHz to 200 kHz. 

Fig. 9. 3D endoscopic PAT imaging results of rubber ball(reference imaging). A. ex-vivo tissue with ball buried in. B. ISO view of 3D PAT image. C. x-z plane view of 
3D PAT image. D. y-z plane view of 3D PAT image. E. y-x plane view of 3D PAT image. 
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invasive tumours in the stomach with model clays and rubber spheres 
simulating tumours of varying shapes. The imaging results demon-
strated the system’s ability to proficiently distinguish between tumours 
of varying shapes. To further verify the system’s performance, ex vivo 
experiments were conducted using sealed agar porcine stomach sam-
ples. Black ink was injected into the samples prior to 3D imaging to 
emulate diseased tissue. The resulting images were analyzed to deter-
mine the system’s contrast imaging characterization across different 
areas of the stomach. 

Compared to existing endoscopic imaging techniques such as WLE, 
EUS and scanning-based PAE, our proposed endoscopic PAT device has 
several advantages: 1) It enables deeper penetration than WLE, which 
can only show superficial tissue appearance. It can also provide mo-
lecular/functional information about the tumour by using multi- 
wavelength laser, such as oxygenation, compared to EUS, which can 
only show anatomical information; 2) It provides real-time volumetric 
PAT imaging based on miniature 2D array sensors yielding greater field 
of view (FoV) and faster imaging speed than traditional scanning-based 
PAE. The conventional scanning-based PAE method for detecting GI 
cancer is limited in terms of real-time capability and clinically relevant 
large FOV. In contrast, PACT provides an alternative due to its high 

temporal resolution, extensive penetration depth, and broad FOV. For 
detecting gastric cancer, high temporal resolution and a wide field of 
view are essential factors. 

The biocompatibility of a robotic intracorporeal PAT probe must be 
assessed. Validation of the system’s safety requires clinical trials that 
pass safety and ethical reviews, and ensure the system has real-time 
energy monitoring feedback to guarantee experiment safety and accu-
racy. Future clinical studies will include these experiments. We present 
the various light patterns at different illumination angles in Fig. 6. It is 
assumed that the conventional PAT probe design (fixed at one of the 
angles) was used. To make an equitable comparison, we must also ac-
count for probe setups that lack an umbrella structure and install fiber 
optic bundles near the array transducer. According to experimental 
analysis, coaxial photoacoustic coupling is not required to attain optimal 
imaging depth. In addition, lateral illumination allows for a more ac-
curate characterization of the target object’s profile, which is essential 
for this study. Therefore, we will explore alternative approaches of co-
axial photoacoustic imaging in future study. 

Another crucial safety concern is the potential injury caused by the 
metal contacts inside the stomach after the umbrella-shaped robotic 
probe is deployed. These contacts can scratch the gastric mucosa and 

Fig. 10. 3D endoscopic PAT results of two injection area 2 of the ex vivo porcine stomach.A. tisssue with ink inject at area 1 B. ISO view of 3D PAT. C. x-z plane view 
of 3D PAT. D. y-z plane view of 3D PAT. E. y-x plane view of 3D PAT. 

Fig. 11. 3D endoscopic PAT results of two injection area 2 of the ex vivo porcine stomach.A. tisssue with ink inject at area 1 B. ISO view of 3D PAT. C. x-z plane view 
of 3D PAT. D. y-z plane view of 3D PAT. E. y-x plane view of 3D PAT. 
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lead to bleeding. To address this issue, we propose two potential solu-
tions, which will be incorporated in our future optimizations. The first 
solution involves modifying the front probe design, using medical-grade 
biocompatible plastic and incorporating rounded edges to prevent sharp 
corners. Secondly, we plan to integrate a compact distance sensor into 
the umbrella design to avoid collisions with the abdominal wall upon 
deployment, therefore minimizing any potential safety hazards. 

Furthermore, the assessment of gastric lesions necessitates a 
consideration of the continuous physiological peristalsis that occurs 
within the gastric organs. This dynamic character of gastric tumors 
highlights the need for an imaging frame rate of 15 fps, which 
adequately addresses the issue of image misalignment. Nevertheless, 
there is still ample room for enhancement. Therefore, in this case, the 
issue can be resolved by enhancing the imaging rate with a laser source 
that has a higher repetition rate and by controlling the robotic steerable 
endoscopy for real-time tracking to ensure the target tumour is within 
the appropriate region for imaging. In future studies, we will further 
investigate a robotic visual servoing strategy in dynamic settings to 
attain superior 3D PAT imaging. 

7. Conclusion 

In this article, we present a modular robotic endoscopic probe 
capable of PAT, designed and fabricated to interface distally with a 
steerable gastric endoscopy. The overall system is compact and easy to 
use. To enable comprehensive in situ assessment of gastric tumours, the 
imaging probe can automatically fold through a narrow esophageal 
passage, allowing for precise and safe delivery of the PAT probe to the 
designated detection area upon request. On this basis, we performed 
kinematic modeling of a steerable endoscopy with a modified wire- 
driven mechanism and estimated the workspace. According to our 
findings, the robot can cover the entire size of an adult stomach, indi-
cating that the imaging system’s distal end can fulfill the detection needs 
of a variety of lesions in the stomach. After insertion into the stomach, 
the fiber-optic support units, comprising three extension arms, can 
perform laser irradiation from varying angles using a wire-driven 
mechanism. The light illuminating scheme can effectively adapt to a 
diverse range of samples, encompassing bright field, dark field, and 
reconfigurable hybrid field. Monte Carlo simulations are utilized to 
determine light distribution and the corresponding illumination range 
for the different schemes. Additionally, we have miniaturized the system 
using customized planar array ultrasound sensors for 3D real-time PAT 
imaging. 
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