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Abstract

New technologies based on artificial agents promise to change the next generation of autonomous systems and therefore our inter-
action with them. Systems based on artificial agents such as self-driving cars and social robots are examples of this technology that is
seeking to improve the quality of people’s life. Cognitive architectures aim to create some of the most challenging artificial agents com-
monly known as bio-inspired cognitive agents. This type of artificial agent seeks to embody human-like intelligence in order to operate
and solve problems in the real world as humans do. Moreover, some cognitive architectures such as Soar, LIDA, ACT-R, and iCub try
to be fundamental architectures for the Artificial General Intelligence model of human cognition. Therefore, researchers in the machine
ethics field face ethical questions related to what mechanisms an artificial agent must have for making moral decisions in order to ensure
that their actions are always ethically right. This paper aims to identify some challenges that researchers need to solve in order to create
ethical cognitive architectures. These cognitive architectures are characterized by the capacity to endow artificial agents with appropriate
mechanisms to exhibit explicit ethical behavior. Additionally, we offer some reasons to develop ethical cognitive architectures. We hope
that this study can be useful to guide future research on ethical cognitive architectures.
© 2020 Elsevier B.V. All rights reserved.
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1. Introduction characterized by their capabilities for perceiving and

interacting with the environment. Every day, it is possible

Our inventions have constantly redefined our style of
life. For instance, they have changed our way of working,
communicating, and traveling. In recent decades, technol-
ogy has become highly embedded in people’s daily life.
Advances in the Artificial Intelligence field have allowed
humans to seek different alternatives to delegate part of
their decision-making power to Artificial Agents (AAs)
(Cervantes et al., 2019; Ingrand & Ghallab, 2017;
Mostafa, Ahmad, & Mustapha, 2017). These AAs are

* Corresponding author.
E-mail address: antoniocervantes@valles.udg.mx (J.-A. Cervantes).

https://doi.org/10.1016/j.cogsys.2020.08.010
1389-0417/© 2020 Elsevier B.V. All rights reserved.

to find important applications where AAs are becoming a
major issue in today’s digital society (Cervantes et al.,
2019; Gutierrez-Garcia & Rodriguez, 2016; Mostafa
et al., 2017). Two relevant examples of these applications
are: (1) self-driving cars, whose benefits in terms of safety,
efficiency, environmental impacts, and increased mobility
are well-known (Haboucha, Ishaq, & Shiftan, 2017) and
(2) bio-inspired cognitive agents that have been used for
developing a wide variety of practical applications encom-
passing games and puzzles, robotics, psychological experi-
ments, natural language processing, human-robot and
human-computer interaction, computer vision, and virtual
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agents (Kotseruba & Tsotsos, 2018). It is remarkable that
AAs are endowed with a set of complex functions such as
perception, memory, planning, decision-making, and in
some cases, these AAs include mechanisms for improving
their behavior based on previous experiences (Barbosa,
Leitao, Adam, & Trentesaux, 2015; Romero, 2019).

The computing research community has made efforts
over the last few decades to create AAs capable of embody-
ing human-like intelligence (Franklin, Madl, D’mello, &
Snaider, 2013; Kotseruba & Tsotsos, 2018). According to
Kotseruba and Tsotsos (2018) the number of existing cog-
nitive architectures has reached several hundred over the
last 40 years. Some of these cognitive architectures, such
as LIDA (Faghihi & Franklin, 2012; Franklin et al.,
2013), Soar (Laird, 2008), ACT-R (Borst & Anderson,
2015), and iCub (Metta et al., 2010; Natale et al., 2013)
try to be fundamental architectures for the Artificial Gen-
eral Intelligence (AGI) model of human cognition
(Faghihi & Franklin, 2012; Kotseruba & Tsotsos, 2018;
Lieto, Bhatt, Oltramari, & Vernon, 2018). These cognitive
architectures seek to create both physical and virtual AAs
capable of exhibiting intelligent behavior in a general set-
ting, the way human agents do. For instance, these AAs
must be able to adapt and learn how to behave in new sit-
uations and invent new solutions on the basis of past expe-
riences as human agents do (Lieto et al., 2018; Metta et al.,
2010). A key consideration when developing this kind of
bio-inspired cognitive agents is that they should be
designed to be capable of coexisting in harmony with peo-
ple and other systems. This issue of coexistence and inter-
action between AAs and people has given rise to a new
study field known as machine ethics (Cervantes et al.,
2019). Researchers in machine ethics have proposed
endowing AAs with appropriate mechanisms in order to
give them the ability to deal with ethical problems. Most
approaches for developing these mechanisms have taken
inspiration from normative ethical theories such as teleo-
logical and deontological theories (Cervantes et al., 2019;
Goodall, 2014). However, from the academic domain, a
variety of scholars in the fields of ethics, technology, and
machine ethics are debating whether creating ethical
machines is a right or wrong approach (Arkin, 2018;
Etzioni & Etzioni, 2017; Malle, 2016; Wykowska,
Chaminade, & Cheng, 2016). Rather than contributing to
this debate, the objective of the present paper is to analyze
some challenges for developing ethical cognitive architec-
tures. These cognitive architectures are characterized by
the capacity to endow AAs with mechanisms to exhibit (ex-
plicit) ethical behavior. Such AAs are commonly known as
Artificial Moral Agents (AMAs). Additionally, we present
some reasons to support the development of ethical cogni-
tive architectures. The remainder of this paper is structured
as follows. In the “Cognitive architectures and ethical
agents” section, a detailed explanation of Artificial Moral
Agents is presented, and an argument is made that it is
important to develop ethical cognitive architectures. In
the “Challenges for developing ethical cognitive architec-

tures” section, technological and social challenges for cre-
ating ethical cognitive architectures are described.
Finally, the “Conclusion” section provides some conclud-
ing remarks about the work done so far to develop ethical
cognitive architectures.

2. Cognitive architectures and ethical agents

The term “Cognitive Architectures” indicates abstract
models of cognition in natural and artificial agents (Licto
et al., 2018). Cognitive architectures are a part of research
in AGI, which is seeking to create AAs capable of embody-
ing human-like intelligence. Most AAs reported in the liter-
ature can be grouped into two categories: (1) AAs that act
like human beings (Franklin et al., 2013; Gutierrez-Garcia
& Rodriguez, 2016; Metta et al., 2010) and (2) AAs that act
rationally (Barbosa et al., 2015; Omohundro, 2012). AAs
that act like human agents have the chance to make errors,
but such errors must be like the errors typically made by
human agents in similar situations, in contrast to AAs that
act rationally, which are required to produce consistent
and correct behaviors for arbitrary tasks (e.g. a chess
robot).

Independently of whether an AA is able to act like
human agents or rationally, the rapid development of
AAs promises to change the next generation of autono-
mous systems and therefore our interaction with them.
Smart cities (Batty et al., 2012) and cognitive assisted living
ambient systems (Li, Lu, & McDonald-Maier, 2015) are
examples of environments that could be governed by
AAs. These smart and cognitive environments promise to
improve the quality of people’s life. For instance, people
with special needs such as older adults or disabled people
will be able to live independently and comfortably as long
as possible in their living environment. People’s living envi-
ronments are not limited to their home, but also encompass
various environments such as neighborhoods, shopping
malls, and other public places. Applications of smart cities
and cognitive assisted living ambient systems consist of
complex networks of heterogeneous information appli-
ances and smart artifacts such as self-driving and cognitive
vehicles (Haboucha et al., 2017; Zhang, Zhou, Liu, &
Hussain, 2019), smart wheelchairs (Schwesinger, Shariati,
Montella, & Spletzer, 2017), smart homes (Feng,
Setoodeh, & Haykin, 2017), social and cognitive robots
(Leite, Martinho, & Paiva, 2013; Metta et al., 2010), among
other artifacts that can assist people in a variety of ways.

The issue of AAs and people coexisting in harmony has
sparked a strong interest in the machine ethics field, which
is a multi-disciplinary area that involves knowledge from
computer science and moral philosophy (Cervantes et al.,
2019). Researchers in this field deal with ethical questions
related to what mechanisms AMAs must have for making
moral decisions in order to ensure that their actions are
always ethically right. According to Moor (2006), who is
one of the pioneering theoreticians in the field of machine
ethics, artificial ethical agents can be classified as follows:
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e Ethical impact agents. These AAs would seem to be
“ethical agents” in the weakest sense, being those AAs
whose actions have an (indirect) ethical impact, whether
intended or not. Any physical or virtual agent is a poten-
tial ethical impact agent to the extent that its actions
could cause harm or benefit to humans (Moor, 2009).
For instance, there are robots designed to protect people
from danger by performing tasks that are harmful to
people’s health. There are also AAs designed to enhance
the quality of people’s lives by performing tedious jobs.

o Implicit ethical agents. These AAs are unable to distin-
guish between ethical and unethical behaviors; however,
their design involves safety or critical reliability concerns
to avoid wunethical behaviors (Moor, 2006). For
instance, banking transactions are ethically important
because they involve money. In this context, banks’
automated teller machines are implicit ethical agents
because they do not need to know what actions are eth-
ically right or not. Automated teller machines only need
to be carefully constructed to give out or transfer the
correct amount of money every time a banking transac-
tion occurs.

o Explicit ethical agents. These are AAs that can identify
and process ethical information about a variety of situ-
ations and make explicit ethical judgments (Moor,
2006). These AAs are commonly known as AMAs to
indicate that they have been programed with ethical
mechanisms or functions to make explicit ethical deci-
sions (Cervantes et al., 2019; Wallach, Allen, & Smit,
2008). Most strategies reported in the literature to create
these AAs take their inspiration from normative ethical
theories such as utilitarian and deontological theories
(Cervantes et al., 2019; Goodall, 2014).

o Full ethical agents. Like explicit ethical agents, full ethi-
cal agents make ethical judgments about a wide variety
of situations. However, full ethical agents have those
central metaphysical features (such as “‘consciousness,
intentionality, and free will”) that we usually attribute
to ethical agents like human beings. Therefore, only
human beings are considered capable of being fully eth-
ical (Moor, 2009).

We are aware that many machine ethics researchers
have offered reasons to support the development of explicit
ethical agents or AMAs. Some of those reasons have been
critiqued by other researchers such as Etzioni and Etzioni
(2017) and van Wynsberghe and Robbins (2019). This
paper considers that one common error made in arguments
to support the development of AMAs is the use of extreme
outlier scenarios. These scenarios are philosophically inter-
esting problems such as the trolley and tunnel problems
(Cervantes et al., 2019; Gogoll & Miiller, 2017), which
are usually discussed in the literature under the rubric of
“moral dilemmas.” However, there are researchers who
affirm that these examples of sacrificial dilemmas lack
experimental, mundane, and psychological realism
(Bauman, McGraw, Bartels, & Warren, 2014; Kahane,

2015). Furthermore, these sacrificial dilemmas are unrealis-
tic and unrepresentative of the moral situations people
encounter in their everyday life. Nevertheless, this paper
considers that studies done in the machine ethics field are
essential for developing both ethical cognitive architectures
and AMAs. Ethical cognitive architectures are character-
ized by extending the cognitive functionality of AAs by
endowing them with mechanisms to make ethical judg-
ments. Two fundamental reasons that this paper considers
for supporting the development of ethical cognitive archi-
tectures are (1) it contributes to a truly AGI model of
human cognition, and (2) it extends the functionality and
usage of AMAs. The first reason is based on the fact that
cognitive architectures seek to create AAs capable of
embodying human-like intelligence. Furthermore, some
cognitive architectures want to be an AGI of human cogni-
tion (Faghihi & Franklin, 2012; Lieto et al., 2018). There-
fore, developing a computational model of human beings’
ethical decision-making is an essential cognitive function
to achieve both a truly human-like intelligence in cognitive
architectures and an AGI model of human cognition. The
second reason is based on the hypothesis that AMAs devel-
oped by ethical cognitive architectures will be able to exhi-
bit additional behaviors, in contrast with AAs developed
by current cognitive architectures. For instance, cognitive
architectures have been used to develop artificial social
agents to study different aspects related to human social
behavior (Wykowska et al., 2016). However, these AAs
have limited use to study aspects related to human ethical
behavior, because they are unable to process ethical infor-
mation. Thus, ethical cognitive architectures may be suit-
able for use in such a situation and also in new domains
where ethical and unethical behaviors are studied from dif-
ferent psychological and social approaches. For instance,
social behavior researchers can use ethical cognitive archi-
tectures to create agent-based virtual simulations of social
systems susceptible to corruption in order to study causes,
effects and how to address different corruption issues
(Gutierrez-Garcia & Rodriguez, 2016). Another interesting
example is the situation experienced by people around the
world as a consequence of pandemic diseases such as Span-
ish flu, HINTI influenza, and COVID-19. An agent-based
virtual simulation system could be useful to study people’s
ethical behavior in dangerous and stressful situations like
those generated by pandemic diseases, where people must
commonly follow strict security norms imposed by their
governments to deal with such situations. Moreover, bene-
fits offered by robots that help in the health area have been
studied and analyzed from several decades (Bemelmans,
Gelderblom, Jonker, & De Witte, 2012; Greczek,
Kaszubski, Atrash, & Matarié, 2014; Qureshi & Syed,
2014). However, many relevant ethical concerns have
arisen, such as What possible benefits/limitations could
be associated with robotics with respect to employment
and employees? Could caregiving robots displace and/or
de-skill human caregivers? Could a robot provide good
care? And is there an appropriate normative framework
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to regulate the use of these robots? These examples aim to
show how ethical cognitive architectures can extend the
functionality of AAs. Additionally, AMAs try to be a fea-
sible computational approach to deal with moral situations
that may arise in interaction with humans (Cervantes et al.,
2019).

3. Challenges for developing ethical cognitive architectures

Machine ethics encompasses questions about what
moral cognitive functions AMAs should have and how
these cognitive functions could be computationally imple-
mented. As commented before, this paper considers that
an ethical cognitive architecture is a cognitive architecture
that can create AMAs capable of making ethical judg-
ments. Therefore, in this section, we address technological
and social questions such as what moral cognitive func-
tions an ethical cognitive architecture should have and
what social conditions should exist to use AMASs in the
real-world. The following points analyze some moral cog-
nitive functions needed to improve AMAS’ behavior.
Designing computational models of these moral cognitive
functions involves technological challenges that researchers
and engineers need to solve to create ethical cognitive
architectures.

e Moral emotions. Ethical cognitive architectures need to
endow AMAs with a set of ethical functions if the
AMAs are to exhibit ethical behavior. These ethical
functions commonly include an explicit set of well-
defined and coherent ecthical rules and norms designed
to produce consistent ethical judgments (Cervantes
et al., 2019). However, AMAs are not exempt from fac-
ing moral conflicts as a result of interacting with other
artificial entities or human beings. This is because the
world is an open and dynamic place where unexpected
events or situations may arise. Additionally, AMAs
and people do not necessarily share the same beliefs
and moral values. An alternative to deal with such con-
flicts is to endow AMAs with moral emotions. There-
fore, ethical cognitive architectures need to consider
some underlying processes related to emotions and their
regulation in order to implement moral emotions in
AMAs. Studies reported in the literature show how
moral emotions play an important role in determining
how human beings deal with moral conflict situations
(Krettenauer, Colasante, Buchmann, & Malti, 2014;
Malti & Latzko, 2010). Some AMAs and cognitive
architectures reported in the literature have proposed
algorithms inspired by the human emotional system to
offer a mechanism capable of using anticipated moral
emotions as a moral regulator of the ethical decision-
making process, dispensing favorable or unfavorable
(punishment) rewards from an ethical approach
(Cervantes, Rodriguez, Loépez, Ramos, & Robles,
2016; Wallach, Franklin, & Allen, 2010). A system of
moral emotions can be useful to implement self-

evaluative moral emotions, which arise either ex-ante
or ex-post an ethical or unethical action (Krettenauer
et al., 2014). In other words, a system of moral emotions
offers AMAs the possibility to compute both positive
and negative moral emotions such as pride and guilt in
anticipation of respecting or violating a moral norm or
after the occurrence of an ethical or unethical action
(Krettenauer et al., 2014). Thus, moral emotions reflect
the self-relevance of moral rules and values. This process
could provide critical information about the desirability
of future actions and can thus be seen as an important
predictor of moral decision-making (Cervantes et al.,
2016). Machine ethics researchers suggest that incremen-
tal knowledge about emotional and affective human
processes may lead to the development of human-like
moral agency in AMAs, or something close to it
(Wallach et al., 2010).

Moral agency. This is a key point for developing ethical
cognitive architectures capable of endowing AMAs with
appropriate mechanisms for coexisting in harmony with
people and other systems. Agency is the property of
agents that allows them to communicate and negotiate
with other agents (human or not) based on different
principles, in order to carry out cooperative tasks. Thus,
an AMA incapable of communicating and cooperating
with other AMAs is a limited system for coexisting in
an open, dynamic, and heterogeneous environment.
For instance, sometimes an AMA needs to deal with sit-
uations where its behavior can be influenced by external
situational factors involving other AMAs. It might seem
extremely difficult or perhaps impossible for AMAs
based on different norms and ethical theories to cooper-
ate to solve such situations. In fact, this task can be dif-
ficult to achieve even when AMAs are based on the same
ethical theory but different underlying criteria. Mecha-
nisms related to empathy are basic for endowing AMAs
with human-like moral agency, because empathy is the
capacity to enter sympathetically into the concerns and
feelings of others in order to think in terms of their inter-
ests (Aaltola, 2014). Also, an empathy system is built on
certain cognitive functions such as social cognition,
mental state, and reasoning. These are basic fundamen-
tal functions for developing an empathy system. Social
cognition is the ability to think about the contents of
someone else’s mind in order to directly link first and
third-agent experiences (Gallese, Keysers, & Rizzolatti,
2004). Mental state is the ability of an AMA to step into
the other’s shoes, and simulate different mental states in
the circumstances it faces (Aaltola, 2014). This cognitive
function calls for AMAs that can reflect upon their own
and others’ beliefs, knowledge, and intentions. Finally,
reasoning allows AMAs to perform conscious delibera-
tions to reach some consistency among their competing
desires and values in order to cooperate with others,
while acting as consistently as possible according to their
own principles (Nahmias, 2007). Developing computa-
tional models of these functions to endow AMAs with
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a truly moral agency represents a formidable challenge
for researchers seeking to create ethical cognitive
architectures.

e Autonomy. There are several definitions of the concept
of autonomy. One of the oldest of these comes from
ancient Greece and refers to “one who gives oneself their
own law” (Thorisson & Helgasson, 2012). In modern
language the line between autonomy and automation
has a tendency to get blurred. The term automation is
used to refer to a system’s ability to perform a task with-
out the intervention of an external operator (Thorisson
& Helgasson, 2012). A washing machine is an automatic
machine, which after being started by a human operator
is able to change from one cycle to another, taking the
clothes right through from start to finish without any
additional input from a human operator. In the same
way, a self-driving car capable of driving itself from
one city to another without a human operator might
be viewed as an ‘“automatic car” rather than “au-
tonomous car”. Thus, autonomy seems to require some-
thing above and beyond even fairly sophisticated
automation. However, this issue is still open for debate
(Abbass, Petraki, Merrick, Harvey, & Barlow, 2016).
According to Abbass et al. (2016) autonomy comprises
aspects of self-governance and suggests that agents rely
on their own laws and work independently. To achieve
true autonomy in AMAs, ethical cognitive architectures
must endow AMAs with a set of norms and laws that
govern their decision-making, but also, a set of cognitive
functions for learning and reasoning that allows AMAs
to acquire new knowledge, behaviors, skills, values, or
preferences, or to modify the ones they already have,
in order to improve their behavior. Moreover, in order
to achieve self-governance in AMA:s, it is essential to
endow them with a motivational system. Motivation
has a key role in driving and regulating cognitive and
social behavior in both humans and AAs (Bach, 2011;
Cosmides & Tooby, 2013). Psychological theories
described in the literature show how motivation pushes
or influences human beings to fulfill wants or needs,
such as physiological needs, safety needs, love and
belonging, esteem, and self-actualization (Taormina &
Gao, 2013).

In addition to challenges associated with developing
computational models of the moral cognitive functions
described above, there are technical and social challenges
that come with deploying AMAs in the real world. Some
of these challenges are:

o Trusted ethical cognitive architectures. Trust is a key
point for encouraging the adoption of any new technol-
ogy by human beings. Thus, AMA adoption is a term
that refers to the acceptance, integration, and use of
AMAs in society. Getting people to trust AMASs is not
a trivial matter, and it becomes even more complex as

we move from AAs to AMAs. Explainable Artificial
Intelligence and formal proofs for moral reasoning are
two different approaches used to achieve trust in both
AAs and AMAs. The notion of explainable Artificial
Intelligence has been studied for the past three decades.
However, it has drawn increasing interest because many
Artificial Intelligence applications have limited take-up,
or are not appropriated at all, due to ethical concerns
and a lack of trust on the part of their users (Miller,
2019). On the other hand, formal proofs for moral rea-
soning is a relatively new area of study in machine
ethics. Nowadays, there are few frameworks or methods
reported in the literature to formally evaluate ethical
rules implemented in AMAs (Cervantes et al., 2019).
These frameworks aim to offer a formal specification
and verification of both AMASs’ ethical reasoning and
their behavior in order to achieve trusted AMAs. How-
ever, there are a number of aspects that researchers and
engineers need to take into account in order to achieve
people’s trust in this technology. These aspects include
standards, responsible research and innovation, public
engagement, as well as the generation of laws for regu-
lating the right use of AMAs in society.

Standards and certifications. Standards are international

agreements by experts regarding the best practices for

making a product, managing a process, delivering a ser-
vice or supplying materials. Thus, standards are a vital
part of the software development process. All standards

embody an ethical principle or value because they are a

guide for developing quality software. Therefore, all

standards can be thought of as implicit ethical stan-
dards. However, developers in the machine ethics field
need explicit ethical standards that address clearly artic-
ulated ethical concerns for developing and testing ethical
cognitive architectures and AMAs. The use of standards
is the first step to define quality certification mechanisms
for these systems. Creating standards for guiding the
development of ethical cognitive architectures for

AMAs is a complex challenge that researchers must take

into account. Currently, expert groups focused on Arti-

ficial Intelligence around the world are working to define
guidelines and standards for Ethical Artificial Intelli-
gence (Hagendorff, 2020; Jobin, Ienca, & Vayena,

2019). The greatest effort has been made the IEEE Glo-

bal Initiative on Ethics of Autonomous and Intelligent

Systems. The IEEE Global Initiative is working on

inspiring the creation of standards and associated certi-

fication programs (IEEE, 2017a). As a result, a new gen-
eration of ethical standards in robotics and Artificial

Intelligence is emerging. These standards are:

— IEEE P7000 Model Process for Addressing Ethical
Concerns During System Design. The TEEE P7000
standard establishes a process model by which engi-
neers can address cthical consideration throughout
various stages of system initiation, analysis, and
design (IEEE, 2016a).
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— IEEE P7001 Transparency of Autonomous Systems.
This standard describes measurable, testable levels
of transparency, so that autonomous systems can be
objectively assessed and levels of compliance deter-
mined (IEEE, 2016b).

— IEEE P7002 Data Privacy Process. The IEEE P7002
standard defines privacy requirements for software
engineering processes that develop systems utilizing
employee, customer or other external users’ personal
data (IEEE, 2016c¢).

— IEEE P7003 Algorithmic Bias Considerations. This
standard describes specific methodologies to help
users certify how they worked to address and elimi-
nate issues of negative bias in the creation of their
algorithms. Negative bias infers the usage of overly
subjective criteria or information known to be incon-
sistent with legislation concerning certain protected
characteristics such as race, gender, and sexuality
(IEEE, 2017b).

— IEEE P7004 Standard on Child and Student Data
Governance. The TEEE P7004 standard defines speci-
fic methodologies to help users certify how they
approach accessing, collecting, storing, utilizing,
sharing, and destroying child and student data. The
standard provides specific metrics and compliance
criteria regarding these types of uses from trusted glo-
bal partners and specifies how vendors and educa-
tional institutions can meet them (IEEE, 2017c¢).

— IEEFE P7005 Standard for Transparent Employer Data
Governance. This standard defines specific method-
ologies to help employers to certify how they
approach accessing, collecting, storing, utilizing,
sharing, and destroying employee data. The standard
provides specific metrics and specifies criteria regard-
ing these types of uses from trusted global partners
and specifies how vendors and employers can meet
them (IEEE, 2017d).

— IEEE P7006 Standard for Personal Data Artificial
Intelligence (AI) Agent. The IEEE P7006 standard
describes the technical elements required to create
and grant access to a personalized AA that will com-
prise inputs, learning, ethics, rules and values con-
trolled by people (IEEE, 2017¢).

— IEEE P7007 Ontological Standard for Ethically Dri-
ven Robotics and Automation Systems. This standard
establishes a set of ontologies with different abstrac-
tion levels that contain concepts, definitions and
axioms which are necessary to establish ethically dri-
ven methodologies for the design of Robots and
Automation Systems (IEEE, 2017f).

— IEEE P7008 Standard for Ethically Driven Nudging
for Robotic, Intelligent, and Automation Systems.
The TEEE P7008 standard establishes a delineation
of typical nudges (nudges are defined as overt or
hidden suggestions or manipulations designed to
influence the behavior or emotions of a user). It
contains concepts, functions and benefits necessary

to establish and ensure ethically driven methodolo-
gies for the design of the robotic, intelligent and
autonomous systems that incorporate them (IEEE,
2017g).

— IEEE P7009 Standard for Fail-Safe Design of Auton-
omous and Semi-Autonomous Systems. This standard
establishes a practical, technical baseline of specific
methodologies and tools for the development, imple-
mentation, and use of effective fail-safe mechanisms
in autonomous and semi-autonomous systems
(IEEE, 2017h).

— IEEE P7010 Well-being Metrics Standard for Ethical
Artificial Intelligence and Autonomous Systems. This
standard establishes mechanisms for measuring the
impact of Artificial Intelligence or autonomous and
intelligent systems on humans’ well-being (IEEE,
2020). Additionally, The IEEE Global Initiative on
Ethics of Autonomous and Intelligent Systems
(IEEE, 2017a) has proposed five general principles
to guide the ethical design, development, and imple-
mentation of autonomous and semi-autonomous
AAs (including AMAs):

— Human Rights. Ensure they do not infringe on inter-
nationally recognized human rights.

— Well-being. Prioritize metrics of well-being in their
design and use.

— Accountability. Ensure that their designers and oper-
ators are responsible and accountable.

— Transparency. Ensure they operate in a transparent
manner.

— Awareness of misuse. Minimize the risks of their
misuse.

Legal framework. The lack of a legal framework for
using full autonomous AMAs in real environments has
given rise to legal questions such as who should be
responsible when an AMA harms something or some-
one (the owner of the AMA, its developer or the person
who sells it). For instance, a self-driving car is not
exempt from being involved in traffic accidents. In such
a situation, who should be held legally and morally
responsible for remedying the harm caused by a vehicle
that carries only a passenger (who is the owner of the
self-driving car), but no driver? Researchers have ana-
lyzed this challenge from different viewpoints, such as
AMASs’ design and their legal implications (De Sio,
2017; Gogoll & Miiller, 2017; Schreurs & Steuwer,
2015; Taeihagh & Lim, 2019). From a design approach,
different alternatives have been proposed in the litera-
ture such as mandatory ethics setting (Gogoll &
Miiller, 2017), personal ethics setting (Contissa,
Lagioia, & Sartor, 2017), and adjustable autonomy
(Mostafa et al., 2017). However, from a legal approach,
there is limited or no country-specific literature regard-
ing the normative implications of AMAs such as self-
driving cars (Taeihagh & Lim, 2019) and robots in
healthcare (Stahl & Coeckelbergh, 2016). Philosophical
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studies on the regulation of self-driving cars show that
governments have in most instances avoided stringent
measures in order to promote self-driving car develop-
ments (Schreurs & Steuwer, 2015; Taeithagh & Lim,
2019). The United States was the first government
worldwide to provide licenses for the testing and opera-
tion of self-driving cars, albeit under strict conditions
(Schreurs & Steuwer, 2015). However, regulatory gaps
have been identified in governments’ approach to safety
risks involving self-driving cars (Taeihagh & Lim, 2019).
A similar situation is presented in other domains such as
robots in healthcare (Stahl & Coeckelbergh, 2016) and
robots for military purposes (Arkin, 2018), where there
is no appropriate legal framework to regulate such tech-
nology. The current discourse on legal risks and respon-
sibilities of both AAs and AMAs reported in the
literature shows a rich landscape of inquiry in the area;
it is important to understand and address the challenges
that governments face in defining a full legal framework
for regulating the use of both AAs and AMAs in differ-
ent domains.

4. Conclusion

As described in this paper, cognitive architectures aim
to create AAs capable of exhibiting human-like behaviors
in order to operate and solve problems in the real-world
as humans do. Moreover, human beings are looking to
delegate part of their decision-making power to AAs,
thus increasing the scope of their activities. The deploy-
ment of AAs in our society in the not-so-distant future
is already being envisioned for many different applica-
tions, ranging from self-driving cars to robots for mili-
tary purposes. This paper proposes the creation of
ethical cognitive architectures in order to move toward
AMAs capable of making ethical judgments. Endowing
AAs with ethical mechanisms has been an initial
approach in the field of machine ethics that attempts
to deal with some issues likely to arise in the relationship
between AAs and human beings so that they may coexist
in a safe way, in harmony, and with confidence. This
paper presented some reasons to develop ethical cogni-
tive architectures capable of endowing AAs with ethical
mechanisms. As a result of this study, some challenges
that researchers need to face for developing -ethical
cognitive architectures were identified and analyzed.
Additionally, a new generation of ethical standards in
robotics and Artificial Intelligence was identified in the
literature. This paper concludes that because of the cur-
rent interaction between AAs and humans, ethical mech-
anisms for AAs are necessary in order to deal with the
ethical, legal and societal impacts of the new generation
of AAs. However, from technological, cultural, and
social perspectives, there are still open challenges that
must be faced before the new generation of autonomous

systems based on AAs can operate in our society. We
hope that this study can be useful to guide future
research on ethical cognitive architectures.
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