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A recent paper by Eklund et al. (2012) showed that up to 70% false positive results
may occur when analyzing functional magnetic resonance imaging (fMRI) data using the
statistical parametric mapping (SPM) software, which may mainly be caused by insufficient
compensation for the temporal correlation between successive scans. Here, we show that
a blockwise permutation method can be an effective alternative to the standard correction
method for the correlated residuals in the general linear model, assuming an AR(1)-model
as used in SPM for analyzing fMRI data. The blockwise permutation approach including
a random shift developed by our group (Adolf et al., 2011) accounts for the temporal
correlation structure of the data without having to provide a specific definition of the
underlying autocorrelation model. 1465 publicly accessible resting-state data sets were
re-analyzed, and the results were compared with those of Eklund et al. (2012). It was
found that with the new permutation method the nominal familywise error rate for the
detection of activated voxels could be maintained approximately under even the most
critical conditions in which Eklund et al. found the largest deviations from the nominal
error level. Thus, the method presented here can serve as a tool to ameliorate the quality
and reliability of fMRI data analyses.
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1. INTRODUCTION
Even after many years of sophisticated fMRI analyses some
debate remains about the validity of models based on the gen-
eral linear model approach (GLM). A main challenge for lin-
ear model estimations used in standard software is that the
assumption of independent residuals, which is necessary for
classical general linear modeling, usually does not hold for
fMRI data. Due to the experimental setup and the underly-
ing physiological processes, a temporal autocorrelation exists
between successive measurements. This may mainly result from
missing signal components in the model as well as from the
extended time course of the so-called hemodynamic response
function (HRF): even for very short stimuli the HRF usu-
ally rises during the first 6–8 s, declines slowly thereafter, and,
after a so-called undershoot, returns to the baseline. The time
course thus extends over about 25 s, while the intermeasure-
ment interval is usually much shorter. Thus, an interstimulus
interval of typically 2 s will lead to overlapping signals and tem-
poral correlations. Other factors causing this correlation may
be technical properties of the scanners (changes in the mag-
netic field, see Smith et al., 1999) or influences of breathing
and pulse or other artifacts. Neglecting this autocorrelation leads
to high false positive rates. For that reason, an optional AR(1)
autocorrelation model is implemented in SPM (Friston et al.,

2007), one of the most commonly used software tools for fMRI
analyses. Under the assumption that the temporal correlation
can be modeled by an AR(1) process, the correlation structure
is estimated using a restricted maximum likelihood approach
(ReML; Ashburner et al., 2013, Section 8.9) and then plugged
into the transformation matrix for prewhitening (Friston et al.,
2007).

Furthermore, statistical inference is often performed at the
voxel level, which leads to an enormous number of univariate
tests that in turn have to be adjusted for multiple testing. In
many fMRI analysis software packages, including SPM, the user
can choose the level of significance as well as adjust the p-values
(false discovery rate [FDR]; familywise error rate [FWE]; or no
correction). The most conservative choice consists in choosing
FWE as an adjustment for multiple testing, typically with a default
level of significance of 0.05. Although the FWE option is common
(Focke et al., 2008; Baecke et al., 2009; Kahnt and Tobler, 2013),
inference is also performed using uncorrected p-values (Morcom
and Friston, 2012; Causse et al., 2013; Groeschel et al., 2013),
especially when applying group analyses. The concept of FDR
(Benjamini and Hochberg, 1995; Genovese et al., 2002) consti-
tutes a compromise between the rigid control of FWE and the
unadjusted approach (Sorg et al., 2007; Meda et al., 2009; Ahmadi
et al., 2013).
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However, it is well known that false positives may still result
even when applying FWE-corrected analyses, thereby severely
restricting the validity of a study. In a recently published empirical
study, Eklund et al. (2012) strikingly demonstrated this effect by
analyzing resting-state data sets using artificial stimulus protocols.
These resting-state data sets had been made publicly available by
different groups to give other researchers access to large data sets
for replication purposes or in order to develop alternative data
analysis approaches.

In resting-state measurements, data are acquired without
explicit external stimulation. Even without any specific stimulus,
however, there is always some neuronal activity in the so-called
default network (Fair et al., 2009). In order to extract inherent
information about this ongoing neuronal activity, special data
analysis techniques such as independent component analysis and
correlation analyses have been used (Biswal et al., 2010; Di et al.,
2013). However, applying fixed paradigms such as a block-based
stimulus protocol with a deliberately fixed block length should
not lead to any statistically activated voxel, given that neuronal
activity in the resting state is assumed to float freely between
different internal networks.

To test the reliability of the standard approach using a GLM
and an AR(1) model as the main option in SPM, Eklund
et al. therefore simulated various artificial paradigms and tested
whether a change in the BOLD signal response was significantly
associated with these paradigms thus leading to spuriously acti-
vated regions. If the FWE (nominal test level 0.05) is maintained,
then a spuriously significant neuronal activity would be expected
in approximately 5% of the data sets (confidence bounds depend
on the number of data sets). Even with the FWE adjustment, how-
ever, Eklund et al. found significantly activated voxels in up to
70% of the data sets. The authors concluded that the main rea-
son for these inacceptably high familywise error rates appeared
to be that the global AR(1) autocorrelation correction in SPM
failed to model the spectra of the residuals appropriately. Also
other papers report on high rates of false positive results in
parametric statistical approaches in neuroimaging. Silver et al.
(2011) found a poor control of rejection rates in cluster-size based
analyses under both stationary and non-stationary assumptions
in an imaging genetics study using voxel-based morphometry.
Scarpazza et al. (2013) detected increased rejection rates—also in
voxel-based morphometry—when comparing a single individual
with a control group.

Against this background, mainly the paper by Eklund et al.
motivated us to re-analyze the same resting-state data using an
alternative method to adjust for temporal correlation, one that
was previously presented by Adolf et al. (2011). There it was
shown that a permutation-based approach could approximately
meet the nominal familywise test level, leading to more reliable
test results. Our method is based on a blockwise permutation
strategy that takes into account the correlation between measure-
ments acquired within short time windows by permuting whole
blocks of adjacent elements rather than single elements. In this
approach, all that needs to be ensured is that the blocks are
approximately exchangeable under the null hypothesis. We imple-
mented our method in MATLAB, including SPM8 components,
in order to achieve maximal comparability with (Eklund et al.).

In the following section the main principles of the blockwise
permutation and our modification are reviewed briefly. Then,
we describe the design of the present study in comparison to
that of Eklund et al. (2012) and also the implementation of our
procedure. The results and the discussion are presented in the
subsequent sections.

2. MATERIALS AND METHODS
2.1. BACKGROUND AND MOTIVATION FOR THE BLOCKWISE

PERMUTATION APPROACH
For the univariate GLM, which is applied by the majority of fMRI
users, inference can be accomplished voxelwise as well as at the
cluster level.

Usually data are first preprocessed. This includes motion
correction, optional slice-timing correction, spatial smoothing,
global normalization, and high-pass filtering (the latter optionally
combined with prewhitening). Prewhitening is the key strategy
for taking into account the temporal correlation of the data due.
When choosing prewhitening in SPM, an AR(1)-model for each
time series (i.e., for every voxel) is assumed and the correla-
tion structure is estimated in a ReML approach as already noted
above (Bullmore et al., 2001; Friston et al., 2007). This so-called
whitened series of scans is then regarded as uncorrelated and the
GLM analysis proceeds as usual.

The results can be adjusted for multiple testing in order to
maintain the nominal familywise error rate. Depending on the
spatial correlation of the data, a Bonferroni correction or an
adjustment according to Gaussian random field theory is made
(Friston et al., 2007). Depending on the choice of adjustment
(FWE or none), SPM8 determines a threshold for the voxelwise
t-values and displays the significant voxels as overlays to brain
maps.

Eklund et al. (2012) based their analyses on the standard
SPM technique of a classical GLM after prewhitening, which
is probably the most common approach in the field of fMRI.
Additionally, they applied a conventional permutation approach
after prewhitening via an AR(4) model. They then analyzed 1482
of 1484 publicly available resting-state data sets (two had to be
excluded because of empty brain masks). These data sets can
be found in the Neuroimaging Informatics Tools and Resources
Clearinghouse data base (NITRC). Data are fully anonymized
and access is unrestricted for noncommercial use. For details
see http://fcon_1000.projects.nitrc.org. Table 1 provides a basic
summary of the data sets.

Eklund et al. analyzed the data sets using SPM8 with differ-
ent options. They always applied motion correction, high-pass
filtering, and the implemented prewhitening procedure using the
AR(1) correlation model. Their analysis was run both with (vari-
ant A below) and without (variant B) global normalization and
the use of additional regressors for motion correction in the
design matrix. Furthermore, the authors analyzed seven degrees
of smoothing (4, 6, 8, 10, 12, 14, and 16 mm Gaussian ker-
nel) as well as eight simulated designs: four block-based designs
(alternating activity and rest periods of 10, 15, 20, and 30 s,
respectively), and four event-related designs (periods of 1 up to
8 s, partially randomized). The stimulus paradigms, convolved
with the canonical hemodynamic response function, were used
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Table 1 | Summary of the resting-state data sets used by Eklund et al. (2012).

Institution Persons No. of subjects TR (s) No. of Time points Volume resolution

Ann Arbor Monk, C.S., Seidler, R.D., Peltier, S.J. 25 1.0 295 64 × 64 × 40

Ann Arbor Monk, C.S., Seidler, R.D., Peltier, S.J. 36 1.0 395 64 × 64 × 16

Atlanta Mayberg, H.S. 28 2.0 205 64 × 64 × 20

Baltimore Pekar, J.J., Mostofsky, S.H. 23 2.5 123 96 × 96 × 47

Bangor Colcombe, S. 20 2.0 265 80 × 80 × 34

Beijing Zang, Y.F. 198 2.0 225 64 × 64 × 33

Berlin Margulies, D. 26 2.3 195 64 × 64 × 34

Cambridge Buckner, R.L. 198 3.0 119 72 × 72 × 47

Cleveland Lowe, M.J. 31 2.8 127 128 × 128 × 31

ICBM Evans, A.C. 86 2.0 128 64 × 64 × 23

Leiden Rombouts, S.A.R.B. 12 2.2 215 64 × 64 × 38

Leiden Rombouts, S.A.R.B. 19 2.2 215 64 × 64 × 38

Leipzig Villringer, A. 37 2.3 195 64 × 64 × 34

Milwaukee Li, S.J. 18 2.0 175 64 × 64 × 20

Milwaukee Li, S.J. 46 2.0 175 64 × 64 × 36

Munchen Sorg, C., Riedl, V. 16 3.0 72 64 × 64 × 33

Newark Biswal, B. 19 2.0 135 64 × 64 × 32

New Haven Hampson, M. 19 1.0 249 64 × 64 × 16

New Haven Hampson, M. 16 1.5 181 64 × 64 × 22

New York Milham, M.P., Castellanos, F.X. 25 2.0 192 64 × 64 × 39

New York Milham, M.P., Castellanos, F.X. 84 2.0 192 64 × 64 × 39

New York Milham, M.P., Castellanos, F.X. 20 2.0 175 64 × 80 × 33

Orangeburg Hoptman, M. 20 2.0 165 64 × 64 × 22

Oulu Kiviniemi, V.J., Veijiola, J. 103 1.8 245 64 × 64 × 28

Oxford Smith, S.M., Mackay, C. 22 2.0 175 64 × 64 × 34

Palo Alto Greicius, M. 17 2.0 235 64 × 64 × 29

Pittsburgh Siegle, G. 17 1.5 275 64 × 64 × 29

Queensland McMahon, K. 19 2.1 190 64 × 64 × 36

Saint Louis Schlaggar, B., Petersen, S. 31 2.5 127 64 × 64 × 32

Taipei Lin, C.P. 14 2.0 295 64 × 64 × 32

Taipei Lin, C.P. 8 2.0 175 64 × 64 × 33

The New Haven data comprised two or four resting-state data sets per subject; the ICBM data provided three data sets per subject. This yields a total of 1484

resting-state data sets (parts of the original table in Eklund et al., 2012).

together with their derivatives as regressors. They then always
applied the FWE adjustment for multiple testing assuming a 5%
level of significance.

Additionally, the authors compared the SPM8 results for vari-
ant B with a nonparametric approach applying a random per-
mutation test with 10,000 permutations to each dataset. Prior to
this, high-pass filtering and prewhitening with a voxelwise AR(4)
model were applied to ensure the exchangeability of the samples
under the null hypothesis. Due to the long computational time,
only one smoothing procedure with a Gaussian kernel of FWHM
8 mm was applied in the permutations.

Because the resting-state data should have no correlation to
the simulated artificial designs, the nominal level of significance
should be ensured by using FWE correction, i.e., no activated
voxel should be detected in about 95% of the data sets analyzed.
Taking into account the random nature of this rate, Eklund et al.
should have observed a rate of data sets with at least one sig-
nificant voxel among all 1482 sets that is covered by the interval

[3.9%; 6.1%] [95% confidence interval; cf. Eklund et al. (2012)].
In fact, the observed rates were much larger. A summary of
selected results from Eklund et al. is presented in Table 2. Here we
focus on the block-based paradigm of activity and rest periods of
30 s each, which was also used in our re-analyses with block per-
mutation. The empirical familywise error rates in Eklund et al.
were far above the nominal test level for all analyzed degrees of
smoothing as well as for the two model variants A and B (includ-
ing or excluding global normalization and motion regressors,
respectively).

The rates varied according to the type of design (block- or
event-related), the design parameters, smoothing, inclusion of
normalization and motion regressors in the model, and, partic-
ularly, the repetition times. Hence, we also use the stratification
with respect to repetition time for the results of our blockwise
permutation approach listed below.

The results for the permutation tests after prewhitening with
a voxelwise AR(4) model (“Permutation” row in Table 2) were
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Table 2 | Results (rate of false positive findings) of Eklund et al. (2012) using a block-based design with activity and rest periods of 30 s each.

Variant Smoothing (mm) FWE Stratified according to TR

FWE TR = 1 s FWE TR = 2 s FWE TR = 3 s

A 4 0.438 0.722 0.439 0.182

6 0.375 0.629 0.377 0.147

8 0.343 0.557 0.348 0.136

10 0.342 0.546 0.334 0.147

12 0.321 0.474 0.314 0.141

14 0.311 0.443 0.303 0.136

16 0.294 0.464 0.290 0.106

B 4 0.375 0.670 0.381 0.192

6 0.315 0.577 0.318 0.150

8 0.274 0.536 0.271 0.122

10 0.257 0.505 0.258 0.126

12 0.248 0.485 0.251 0.108

14 0.240 0.454 0.243 0.112

16 0.215 0.412 0.227 0.084

8 (Permutation) 0.075 0.124 0.089 0.056

95% CI [0.039; 0.061] [0.007; 0.093] [0.035; 0.065] [0.021; 0.079]

Number of datasets n = 1482 n = 97 n = 796 n = 214

Data were spatially smoothed. A: including global normalization and motion regressors, B: excluding global normalization and motion regressors. The table

summarizes the supplementary material from their paper presented at http://people.imt.liu.se/andek/rest_fMRI/ (accessed on 24.04.2013).

closer to the expected rate of 0.05. But only for a long TR of 3 s
the observed FWE was included in the 95% confidence interval
for the design considered here.

2.2. THE NEW CONCEPT OF A BLOCKWISE PERMUTATION INCLUDING
A RANDOM SHIFT

In contrast to an AR(1) model’s strict assumption, our pro-
posal (Adolf et al., 2011) merely assumes that the correlation of
subsequent measurements decreases according to their tempo-
ral distance. This more general and less constraining assumption
includes but is not restricted to a AR(1) process. However, also
this method requires temporal stationarity of the noise process.

For the ease of the reader we briefly review our approach. The
time series is split into blocks of adjacent elements. We then con-
sider these blocks as permutation elements and permute them as a
whole. An approximate exchangeability of these blocks under the
null hypothesis can be achieved by a sufficiently large block length
l given the correlation structure described above. The block length
l can be chosen within 1 ≤ l ≤ n/2, where n is the number of
data points in the time series. It directly affects the remaining cor-
relation of blocks. For example, given an AR(1) autocorrelation
structure with a correlation coefficient of ρ = 0.4, the geometric
mean of the pairwise correlation coefficients of two neighboring
blocks is ρ l, which is lower than 0.001 with a block length of
l = 10. Thus, it would be sufficient here to define a block length of
ten adjacent elements yielding approximately exchangeable blocks
under the null hypothesis.

Because this procedure implies that the number of possible
permutations is dependent on the number of blocks, there must

still be enough blocks to yield a sufficiently detailed permuta-
tion distribution. To increase the number of possible permu-
tations, we use a random shift in each permutation step. This
means that a random number of elements is removed from
the beginning of the time series and added to the end before
splitting it into blocks. Here it is advantageous if the block
length l is no divisor of the time series length n, n mod l =
r (r > 0). Then, the last block has a length of (l + r) and thus
differs from the other ones with length l. This procedure is
similar to a moving bootstrap approach (Politis and Romano,
1991).

Additionally, this random shift procedure ensures that the
blockwise splitting of the time series is not unintentionally syn-
chronous to the paradigm, which is a prerequisite for applying
the method to block-based fMRI designs.

As with many other software packages, we do not systemat-
ically execute all possible permutations but use instead a set of
random permutations.

The permutation is not carried out in the vector y of the
observed BOLD signals of a given voxel but in the hypothesis-
related part of the design matrix. That way, a potentially sig-
nificant effect can truly be attributed to the tested parameters.
Additionally this procedure ensures automatically that the per-
mutations are identical over all voxels considered simultaneously
which is necessary for the Westfall-Young procedure considered
below.

In order to separate the contrasts between different conditions
from the rest of the parameter space, the general linear model
is transformed via an orthogonal decomposition into a model
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with two orthogonal parts concerning the design matrix and the
corresponding parts of the parameter vector:

y = X1β1 + X2β2 + ε,

where X2 is the hypothesis-related part of the design (the con-
trast(s) of interest) and X1 corresponds to the remaining parame-
ters whose potentially confounding effects need to be eliminated.
Thus, the corresponding null hypothesis is H0 : β2 = 0.

To demonstrate the validity of our approach with respect to
the type I error rate and the dependence on the block length, a
small simulation study was performed. The chosen design resem-
bles a block-based paradigm with 20 runs of activation and rest
periods, respectively, resulting in a total number of 420 scans.
Time series for a total of 500 voxels were simulated under the null
hypothesis based on normal distributed data with implemented
temporal and spatial dependencies. The temporal correlation was
modeled assuming an AR(1) process with a correlation coeffi-
cient of ρ = 0.4. For the simulation of spatial dependence we
used a block compound symmetry structure with three func-
tional groups of voxels that are mutually independent but within
each group are all correlated with the same pairwise correlation
coefficient of 0.5. A univariate t-test statistic was determined for
each of the 500 variables within the permutation approach. The
adjustment for multiple testing was carried out according to the
Westfall-Young principle, where in each permutation step the
successive maxima of permuted test statistics per voxel were deter-
mined and compared to originally ranked ones. The adjusted
p-values were thereby derived analogous to the maxT procedure
(step-down procedure) described in Westfall and Young (1993).
We used 299 random permutations and a total number of 2500
repetitions. Given this number of replications and a nominal
error level of 0.05, the empirical familywise error rate should be
approximately covered by the interval [0.0415; 0.0585] with prob-
ability 0.95. The simulations were repeated with different block
lengths from l = 1, which is a classical elementwise permutation,
to l = 60.

2.3. ANALYSIS OF THE RESTING-STATE DATA
For our analysis of the resting-state data we used the same data
sets as considered in Eklund et al. (2012), excluding 19 data sets:
16 data sets from Sorg and Ridel had only 72 time points, which
would have overly limited the number of blocks in the permuta-
tion procedure, two data sets could not be used because they had
empty brain masks (and had already been excluded by Eklund
et al.), and one could not be opened. Thus, 1465 data sets were
used for our re-analyses.

We applied the same preprocessing, simulated paradigms, and
regressors in the model as used by Eklund et al. apart from the fol-
lowing restriction: given the long computational time required by
the permutation tests, we considered only the simulated block-
designs with activation and rest periods of 30 s each as these
designs yielded the highest false-positive rates of all designs con-
sidered in Eklund et al. (2012). Furthermore, we used only
the 8 mm Gaussian kernel for spatial smoothing that had been
applied in both the parametric and permutation approach of
(Eklund et al.).

To apply our concept of a blockwise permutation including
a random shift on the resting-state data sets and to make our
analyses as comparable as possible to those of Eklund et al., we
included SPM8 components in the MATLAB code for the per-
mutation procedure and combined both into a batch mode. To
shorten computation time we used MATLAB 7.11.0 (R2010b),
including MATLAB’s Parallel Computing Toolbox on an Intel(R)
Core(TM) i5 with 4 GB of RAM.

Functions of SPM8 (Revision Number 4667) were used for
creating the design and applying the canonical hemodynamic
response function and its temporal derivative. In line with
Eklund’s analyses, motion regressors and global normalization
were included in variant A but not in variant B. Because the tem-
poral correlation is addressed in the block permutation principle
in our approach, the AR(1) autocorrelation correction was dis-
abled in both variants. Thus the SPM8 model estimation was
performed without prewhitening. Only high-pass filtering was
included.

The resulting t-values from the original (not permuted) data
were compared with the corresponding results of 999 repeti-
tions after applying random blockwise permutations including a
random shift in the design matrix, as described in Section 2.2.
To simplify the computational implementation and to maintain
comparability of the results among themselves, we chose a uni-
form block length of 23 adjacent elements for analyzing all data
sets. Because 23 is not a divisor of any of the sample sizes of the
analyzed data sets, the number of possible blockwise permuta-
tions is enlarged by this strategy to k!·n, with k and n being the
number of blocks and the sample size, respectively (for details,
see Adolf et al., 2011). A block length of 23 should be large
enough to yield approximately exchangeable blocks under the
null hypothesis. Furthermore, this length was small enough to
ensure a sufficiently detailed resolution of the permutation dis-
tribution in the included 1465 resting-state data sets. Variants A
and B were performed separately.

The SPM model estimation is repeated in each permuta-
tion step. The so-called maxT procedure of Westfall and Young
(1993) was used to control the familywise type I error for the
simultaneous analysis of all voxels: within one permutation step(
iperm = 1, . . . , nperm

)
the t-values tiperm are sorted and the maxi-

mum t-value is compared to the maximum t-value of the original
model estimation t0. Given that we were interested only in testing
whether at least one voxel is significant, we omitted the further
stepdown steps from the original procedure and thus reduced the
computational load. Ultimately, the adjusted p-value is given by

p = N1 + 1

nperm + 1
,

where N1 is the number of permutations fulfilling the condition
max (|tiperm |) ≥ max (|t0|) and nperm is the number of random
permutations. If this p-value is less than or equal to the 5% signif-
icance level, the corresponding data set is marked as false positive.
Finally, the rate of false-positive data sets is computed.

The blockwise permutation approach is implemented in an
SPM toolbox “StabMultip” developed by our work group. For
multiple adjustment the toolbox provides the Westfall-Young
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method as well as a class of FWE-controlling multiple test
procedures based on data-driven ordered or weighted hypothe-
ses. The toolbox “StabMultip” can be downloaded from the
website http://www.med.uni-magdeburg.de/fme/institute/ibmi/
download/StabMultip.zip.

3. RESULTS
The results of the simulation series (cf. Section 2.2) are displayed
in Table 3. Shown are the empirical familywise type I errors of the
blockwise permutation with random shift according to the block
length. The rejection rate of 0.810 in the classical elementwise
permutation (block length = 1) indicates the strong violation of
the nominal FWE. This violation decreases with increasing block
length, so that for the assumed moderate temporal AR(1) corre-
lation of 0.4 in this series an approximate error control is given
for a block length of at least 20. The required block length to
approximately maintain the nominal test level also depends on
the underlying test statistic. More extended simulations with an
emphasis on multivariate test statistics are described in Adolf et al.
(2011). There, it was shown that larger block lengths (up to about
40) may be necessary in multivariate test scenarios.

In the next step, real resting-state data were analyzed. Figure 1
shows the empirical familywise error rates over all data sets con-
sidered with our blockwise permutation procedure as compared
with those from Eklund et al. (2012). Based on the variance for-
mula of the binomial distribution, the percentage of data sets
with at least one significant voxel of all 1465 resting-state data
sets, i.e., the empirical FWE should be covered by the interval
[0.0388; 0.0612] with probability 0.95. In fact, using the block-
wise permutation including a random shift, the FWE is 0.0416
in the analysis including a global normalization and motion
regressors (variant A) and 0.0423 in variant B excluding both.

Stratifying the results according to the repetition time revealed
that all false-positive rates in our analysis were within the corre-
sponding confidence intervals. Even for short TR, which implies
a higher autocorrelation between successive scans and thus may
result in higher false-positive rates, the nominal familywise test
level was approximately maintained. Thus, detected false-positive
rates were much lower than with the standard approach of using
SPM, as used by Eklund et al. For TR = 1 s the FWE was 0.0619
(variant A) and 0.0825 (variant B), which is still below the 95%
upper confidence limit of 0.0934. For TR = 2 s the FWE was
0.0403 (variant A) and 0.0365 (variant B) and therefore within
the interval [0.0348; 0.0652]. For a TR = 3 s (only the data sets
of one large study, cf. Table 1), the FWE was 0.0505 (variant
A) and 0.0707 (variant B) with a 95% confidence interval of
[0.0196; 0.0804].

For illustration. Figure 2 shows the spatially resolved results of
one representative data set (#1007 from Eklund et al.). Clearly,

the false-positive results of the parametric GLM analysis includ-
ing an AR(1) model were no longer detectable in the blockwise
permutation method.

4. DISCUSSION
The exemplary analyses of resting-state data sets presented here
show that our nonparametric approach yields valid results in
fMRI analyses. The nominal familywise test level can be approx-
imately maintained in all simulations performed. Of course, this
is not a definitive proof that our approach will lead to the same
improvements in all fMRI data analyses. However, the approach
successfully and strongly decreased the number of apparently
activated voxels in those designs that in Eklund et al. (2012)
showed the largest violations of the nominal FWE when applying
standard SPM analyses.

Eklund et al. also performed logistic regression analyses
of the influence of different aspects—namely block design vs.
event-related design, repetition time, preprocessing procedures
(smoothing, normalization), and inclusion of motion regressors
in the linear model—on the rejection rates in the classical para-
metric approach based on the AR(1) assumption. They found
dependencies of the FWE control on all the above factors, includ-
ing two- and three-way interactions. Thus, the interdependencies
between these factors are intricate and in general there are no

FIGURE 1 | False-positive rates of the blockwise permutation method

for analyzing 1465 resting-state data sets using a block-based

design with activity and rest periods of 30 s each, compared with

the corresponding results from Eklund et al. A: including global
normalization and use of motion regressors in linear model, B: excluding
global normalization and motion regressors (see text for further details).
Because the repetition time is an important factor in the discussion of
Eklund’s results, our results were stratified accordingly. To facilitate the
comparison with Eklund, the confidence intervals are marked by
horizontal horizontal lines.

Table 3 | Empirical familywise type I error of the blockwise permutation including a random shift with an underlying Westfall-Young test

procedure for different block lengths (temporal AR(1) correlation ρ = 0.4, n = 420, p = 500, α = 0.05, 299 random permutations, 2500

replications).

Block length 1 5 10 15 20 25 40 50 60

p− value 0.810 0.113 0.071 0.068 0.054 0.054 0.049 0.049 0.050
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FIGURE 2 | Illustration of the results of a standard SPM analysis

and the proposed blockwise permutation model of a representative

subject (No. 1007 of the resting-state data used in Eklund et al.,

2012). Left: The SPM analysis with AR(1) model assuming a block

design yielded 666 activated voxels (p < 0.05, FWE corrected) in
different brain regions. Right: Applying the blockwise permutation
method reduced the number of voxels, leaving no significant voxel at
all in this case.

simple empirically based adjustment factors for the nominal
familywise error rate for a specific situation.

In addition, Eklund et al. extensively investigated the spectra
of the original and prewhitened residuals in the classical para-
metric approach. This led them to the final conclusion that the
global AR(1) autocorrelation correction in SPM failed to model
the spectra of the residuals, which seemed to be the main reason
for these high familywise error rates.

There are several alternative methods that take into account
the temporal autocorrelation. The most common one is a
Satterthwaite correction of the variance estimation, as described
in Veltman and Hutton (2001) or Frackowiak et al. (2004).
Bullmore et al. (2001) and Friman and Westin (2005) proposed
a correction in the wavelet domain instead of the time domain.
In order to reduce the dependency of estimation and correction
methods on specific model assumptions, Friston et al. (2000)
recommended the inclusion of smoothing procedures.

Although the use of permutation techniques (Nichols and
Holmes, 2001) generally reduces model dependency in statistical
tests, temporal correlation remains an issue because it under-
mines the distributional exchangeability of the sample elements,
which is the crucial assumption in permutation tests. Therefore,
permutation is usually combined with prewhitening (Bullmore
et al., 2001; Frackowiak et al., 2004, chapter 46) at the price of
again being dependent on the model assumptions about temporal
correlation. This can be seen in permutation test results in Eklund
et al. (2012). Although they used a more general AR(4)-model for
prewhitening and succeeded in reducing the violations of the fam-
ilywise error rates, the rejection rates were still above the nominal
FWE in some of the considered configurations. The influence of
the repetition time is not quite consistent over the different exper-
imental designs in Eklund’s paper (not all included in the present
paper). That might be the result of two contrary effects. On the
one hand larger repetition times decrease the serial correlation
and thus the dependency on the exact model, on the other hand
they are usually associated with a smaller number of repetitions
that complicates the estimation of the model parameters.

Our block permutation approach avoids this prewhitening
step and thus rigorously overcomes the restriction to a spe-
cial model like AR(1). That leads to the more reliable analyses
observed with respect to controlling the type I error. In order
to take into account the other confounding factors, we permuted
only the column(s) of the design matrix that are associated with
the null hypothesis of the test. Similar approaches were used in
Hummel et al. (2008) to analyze independent gene expression
data, and have already been described in Nichols and Holmes
(2001) paper on applying permutation tests in neuroimaging in
order to eliminate the confounding effect of the covariable global
cerebral blood flow on a PET signal. This approach approxi-
mately corresponds to the permutation of residuals (ter Braak,
1992).

In our investigations we did not observe negative effects of
block resampling as reported by Davison and Hinkley (1997) or
Bullmore et al. (2001). They reported that the block bootstrapped
series might be "whiter" than the original series with possibly
strong consequences for further inference which led to the devel-
opment of special bootstrap procedures by Carlstein et al. (1998).
One reason that we did not observe this could be that we used
permutation instead bootstrap (with replacement), large block
sizes and the random shift. But possibly the main difference to
the counter-example of Davison is that our goal is not the esti-
mation of the serial correlation itself. Instead we want to test the
influence of a regressor in the linear model where the serial cor-
relation is only a technical complication which has to be taken
into account. The described method to permute the correspond-
ing column of the design matrix instead the observations has the
advantage that the observed time series and the other possibly
influencing regressors are not changed during permutation, only
that regressor which has no influence under the null hypothesis. It
should be noted here that we considered only voxel level inference
here and no cluster level inference. Eklund et al. (2012) had also
considered cluster level inference in their permutation approach
and found a significant influence of the inference level on the type
I error control.
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One might argue that the improved type I error control is asso-
ciated with a lowered power under true alternative hypotheses.
But the results of multivariate analyses with real and simulated
data in Adolf et al. (2011) showed that the blockwise permutation
including a random shift is also a very powerful tool. Particularly
with real data, this nonparametric method, which is based on less
restrictive model assumptions, yielded more significant results
than the parametric approaches. Thus, our approach ensures
powerful results without compromising control of the FWE. But
even if there were some loss of power in specific situations,
maintaining the type I error should always have priority.

A crucial step in the blockwise permutation method is the
choice of the block length. As long as the number of possible per-
mutations is large enough, small block lengths should be avoided.
Based on our experience from different simulation studies, we
recommend a block length of at least 20 measurements in uni-
variate analyses at the voxel level. Otherwise the potential for
false-positive results increases. However, the number of possi-
ble permutations must remain large enough to rule out large
jumps in the permutation distribution and thus to allow suf-
ficiently small p-values. This issue is already discussed in the
monograph of Davison (1997, chapter 8.3). Including the random
shift in the block permutation reduces this problem considerably.
Nevertheless, we recommend choosing a block length that yields
at least four or five blocks. If one has doubts about the choice of
the permutation setting in a given real data set, then it could be
helpful to repeat the analysis many times with randomly chosen
artificial paradigms that should be sufficiently independent from
the real paradigm. Then the rejection rate over the repetitions
should be near the nominal α-level (similar as in the evaluation
of the resting state data in the present paper).

In this context, it is important to note our choice of the
Westfall-Young procedure for controlling the FWE familywise
error instead of the Bonferroni procedure or modifications of
it. By using the Westfall-Young procedure, we avoid the small
adjusted error levels for the voxelwise analyses and carry out all
analyses at the nominal familywise level. Such smaller error levels
would require not only a larger number of (theoretically) possible
permutations but also a correspondingly large number of random
permutations. That would increase the computing time.

Obviously, the permutation approach involves some compu-
tational load. In the presented Westfall-Young version it took on
the average about three hours to perform a test with 999 random
permutations for one data set on our computer. Therefore, the
method provides an alternative for offline analyses only. In the
case of these resting-state data sets it would have taken months
to repeat all of Eklund et al. (2012) analyses using the blockwise
permutation method, which forced us to restrict the analyses.

5. CONCLUSIONS
Our re-assessment of 1465 sets of resting-state fMRI data for
artificially assumed paradigms analyzed by Eklund et al. (2012),
in which we applied our new approach of blockwise permuta-
tion including a random shift, led to much better control of the
familywise error rates. The method therefore provides a promis-
ing tool for increasing the quality and reliability of fMRI data
analyses.
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