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Early diagnosis of Cladosporium 
fulvum in greenhouse tomato 
plants based on visible/
near‑infrared (VIS/NIR) 
and near‑infrared (NIR) data fusion
Xuerong Zhao 1, Yuanyuan Liu 2, Zongbao Huang 3, Gangao Li 1, Zilin Zhang 1, Xiuhan He 1, 
Huiling Du 4, Meiqin Wang 2* & Zhiwei Li 1,3*

Plant diseases can inflict varying degrees of damage on agricultural production. Therefore, identifying 
a rapid, non‑destructive early diagnostic method is crucial for safeguarding plants. Cladosporium 
fulvum (C. fulvum) is one of the major diseases in tomato growth. This work presents a method of data 
fusion using two hyperspectral imaging systems of visible/near‑infrared (VIS/NIR) and near‑infrared 
(NIR) spectroscopy for the early diagnosis of C. fulvum in greenhouse tomatoes. First, hyperspectral 
images of samples at health and different times of infection were collected. The average spectral data 
of the image regions of interest were extracted and preprocessed for subsequent spectral datasets. 
Then different classification models were established for VIS/NIR and NIR data, optimized through 
various variable selection and data fusion methods. The principal component analysis‑radial basis 
function neural network (PCA‑RBF) model established using low‑level data fusion achieved optimal 
results, achieving accuracies of 100% and 99.3% for calibration and prediction, respectively. Moreover, 
both the macro‑averaged F1 (Macro‑F1) values reached 1, and the geometric mean (G‑mean) values 
reached 1 and 1, respectively. The results indicated that it was feasible to establish a PCA‑RBF model 
by using the hyperspectral technique with low‑level data fusion for the early detection of C. fulvum in 
greenhouse tomatoes.
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Plant diseases can be categorized into infectious diseases and non-infectious  diseases1, with infectious diseases 
(caused by biotic factors) posing significant threats that require particular attention. Infectious diseases are 
primarily caused by pathogenic organisms. These pathogenic organisms encompass a broad spectrum of micro-
organisms, spanning bacteria, fungi, viruses, and  nematodes1,2. They adversely affect crop growth, development, 
and yield. Early disease diagnosis is highly important in agriculture. First, early disease diagnosis enables timely 
isolation, disinfection, and application of disease control agents, thereby enhancing agricultural production 
efficiency and preventing disease spread from causing losses to crops. Second, this technology can lower control 
costs, facilitate precision application, mitigate environmental pollution risks, and promote sustainable agricul-
tural development. Moreover, early disease diagnosis enhances the quality and safety of agricultural products, 
thereby ensuring food  safety3–5.

With the increasing population and the growing pursuit of high-quality living, traditional farming methods 
are no longer able to meet market demands. Consequently, greenhouse technology has become an important 
development direction in the modern agricultural  field6. Tomatoes grown in greenhouses are crucial crops 
worldwide and have consistently maintained high production  value7,8. However, greenhouse tomatoes are fre-
quently plagued by various diseases, significantly reducing their yields, with Cladosporium fulvum (C. fulvum) 
being among the most detrimental. C. fulvum, commonly known as powdery mildew, poses a significant threat 
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to tomato production as a fungal disease. It is characterized by the development of grayish-white mold on tomato 
leaves. The grayish-white mold is composed of mycelium and spores, creating a powdery white substance on the 
leaf surface, thus earning C. fulvum the moniker "powdery mildew". While the disease primarily impacts tomato 
leaves, severe cases may affect tomato stems, flowers, and fruits. The initial symptoms of C. fulvum include the 
emergence of small white spots on leaves, which subsequently enlarge into circular or irregular spots. Disease 
manifestations include yellowing, bending, or even death of plant leaves, significantly impairing plant growth 
and development. Severe cases may result in the infestation and subsequent rotting of tomato stems, flowers, 
and fruits, thereby greatly compromising tomato yield and  quality9,10. C. fulvum is a globally prevalent disease, 
that is particularly prevalent in hot and humid environments where it proliferates more frequently. Therefore, 
research on the early diagnosis of greenhouse tomato diseases is urgently needed.

Spectroscopy plays a pivotal role in the early detection of crop diseases, leveraging its high sensitivity, resolu-
tion, and remote sensing capabilities to become a potent diagnostic  tool11–13. Among these techniques, hyperspec-
tral imaging stands out as an advanced technology that integrates optics, spectroscopy, and image processing. 
It relies mainly on the reflection of objects at various wavelengths to acquire comprehensive spectral data and 
construct a 3D dataset of the target  area14–16. These datasets facilitate the analysis and identification of various 
substances, as well as the detection of vegetation health and environmental  changes17,18. Huang et al.19 utilized a 
hyperspectral imager to capture 200 visible/near-infrared (VIS/NIR) hyperspectral images of both healthy and 
early-stained blueberries. Following spectral data extraction, they constructed partial least squares discriminant 
analysis (PLS-DA) models for the full spectrum and the characteristic spectrum. The findings revealed that the 
characteristic spectrum yielded superior classification outcomes, achieving 100% and 99% identification rates for 
healthy and early-stage diseased blueberries, respectively. Ugarte et al.20 used black Sigatoka disease in bananas 
to establish a partial least squares penalized logistic regression (PLS-PLR) model using a hyperspectral imaging 
system to collect images of healthy and diseased plants. The results showed that 98% accuracy could be achieved 
using the PLS-PLR model, and wavelengths of 577–651 nm and 700–1019 nm had the greatest influence on the 
classification results.

Spectral data fusion entails amalgamating data from various bands or sensors to enhance the comprehen-
siveness and accuracy of information. Feng et al.21 employed VIS/NIR hyperspectral imaging spectroscopy, 
mid-infrared (MIR) spectroscopy, and laser-induced breakdown spectroscopy to acquire leaf spectral data from 
healthy and diseased rice species, namely, rice bacterial leaf blight, rice blast, and stripe blight. The spectral data 
were fused at low, medium, and high levels to generate three new datasets. These datasets, along with the original 
spectral data, underwent feature extraction via principal component analysis (PCA) and autoencoder (AE), after 
which support vector machine (SVM), logistic regression (LR), and convolution neural network (CNN) models 
were established for recognition. The findings indicated that except for low-level data fusion which did not 
improve the accuracy of the classification models, both medium-level and high-level data fusion enhanced the 
model’s recognition performance. High-level data fusion performed better, achieving 100% accuracy particularly 
on the calibration and prediction sets. Xiao et al.22 acquired hyperspectral images of Astragalus from various 
regions using a VIS/NIR spectroscopy hyperspectral imaging system and a near-infrared (NIR) spectroscopy 
hyperspectral imaging system. They extracted image spectra and conducted feature extraction using PCA and 
CNN, followed by low-level and medium-level spectral data fusion to construct SVM, LR, and CNN recognition 
models. The results demonstrated that all models achieved accuracies exceeding 98%. The model combining 
hyperspectral imaging with CNN and data fusion yielded the highest accuracy. Yu et al.23 employed hyperspectral 
imaging to study tilapia fillets’ TVB-N content, using various feature extraction methods and data fusion tech-
niques. The results indicated that low-level data fusion outperformed individual data blocks, and medium-level 
fusion combined with competitive adaptive reweighted sampling (CARS) achieved the highest performance.

The VIS and NIR wavelengths possess a unique ability to reflect the health status of  plants24. By integrating 
data from these two bands, it becomes possible to acquire more detailed spectral information, thereby enhancing 
the sensitivity and accuracy of detecting C. fulvum in tomato plants. The integrated data can effectively high-
light changes in vegetation, facilitating the detection of infected plants. Currently, while numerous studies have 
explored early disease diagnosis using hyperspectral techniques, the study of C. fulvum in tomatoes only have 
disease  classification25, without the early diagnosis of C. fulvum by inoculating tomato leaves with pathogens 
and using VIS/NIR hyperspectral imaging technology and NIR hyperspectral imaging technology combined 
with machine learning and data fusion methods.

Therefore, the aim of this study is to use hyperspectral imaging technology for the early detection of C. fulvum 
in greenhouse tomatoes. We investigated the effectiveness of VIS/NIR and NIR spectroscopy in distinguishing 
between healthy and diseased samples at various stages of infection. Feature extraction methods and data fusion 
techniques were applied to improve classification accuracy, and the optimal model for rapid and non-destructive 
detection of early-stage C. fulvum in greenhouse tomatoes was determined. The flow chart is shown in Fig. 1.

Materials and methods
Experimental design and sample collection
This experiment was carried out between May and August 2023 in the research greenhouse (37°25’ N, 112°34’ 
E). Tomato seedlings were selected from Provence tomatoes with high yield, excellent quality, and strong stress 
resistance. One hundred and twenty Provence tomato plants were grown in pots with coco coir as a substrate and 
fertilized with self-formulated water-soluble fertilizer: calcium nitrate (1216 mg/L), urea (131.67 mg/L), calcium 
ammonium nitrate (42.1 mg/L), potassium nitrate (395 mg/L), potassium dihydrogen phosphate (208 mg/L), 
potassium sulfate (393 mg/L), magnesium sulfate (466 mg/L). The temperature of the greenhouse was maintained 
at 20 °C to 25 °C, the humidity was maintained at 60% to 70%, and the light time was 12 h. The tomato plants 
were experimented with after reaching the seedling stage. Since the leaves below the plant canopy were infected 
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more quickly than those in the plant  canopy26, leaves from below the plant canopy were selected to capture hyper-
spectral images. The collection of plant material complies with relevant institutional, national, and international 
guidelines and legislation. Initially, hyperspectral images in the visible-near infrared and near-infrared range 
were captured for 60 healthy leaves using a hyperspectral imaging device. Subsequently, all leaves were inoculated 
with C. fulvum pathogens. Spore suspensions for C. fulvum were provided by students from the College of Plant 
Protection. Following inoculation, bacterial invasion was observed using a microscope at 2 h intervals. Upon 
observing bacterial invasion, a large number of leaves from below the plant canopy were promptly collected and 
returned to the laboratory for hyperspectral imaging. Subsequently, a hyperspectral imager was used to dynami-
cally monitor the evolution of bacterial invasion at 12 h intervals. Eventually, 1374 valid samples were acquired, 
comprising 687 VIS/NIR samples and 687 NIR samples. The numbers of leaves exhibiting symptomatic disease 
progression from 12 to 120 h postinoculation were 61, 60, 60, 60, 62, 63, 61, 63, 71, and 66 leaves, respectively. 
The VIS/NIR and NIR samples collected during periods of health and disease were labeled T1 to T11 and t1 to 
t11, respectively, while the combined VIS/NIR and NIR datasets were denoted T and t, respectively. To balance 
the distribution of sample categories, a subset of 55 samples (totaling 605) was randomly chosen from the VIS/
NIR samples in each class to facilitate model calibration and prediction. The NIR samples underwent the same 
selection process as the VIS/NIR samples.

Hyperspectral imaging acquisition
Leaf hyperspectral images were captured using a VIS/NIR spectroscopy hyperspectral imaging system and a 
NIR spectroscopy spectroscopy hyperspectral imaging system (Headwall Photonics, USA). In the hyperspectral 
imaging systems of VIS/NIR spectroscopy, the spectral resolution is 0.727 nm, spanning from 380 to 1000 nm, 
with a total of 856 bands. In the hyperspectral imaging systems of NIR spectroscopy, the spectral resolution 
is 4.715 nm, spanning from 900 to 1700 nm, comprising a total of 172 bands. To prevent radiation counter 
saturation or low signal-to-noise ratio during spectral measurements, spectra near the system range need to be 
excluded. Specifically, the spectral range of 430 to 900 nm within the VIS/NIR spectroscopy, totaling 646 bands, 
is selected; while the spectral range of 950 to 1650 nm within the NIR spectroscopy, totaling 148 bands, is cho-
sen. The scanning speed of the moving platform within both ranges is set at 2.829 mm/s, with a scan range of 
100 mm. Black-and-white correction of hyperspectral images minimizes noise and background interference. A 
standard white correction plate reflects incident light uniformly. During the white correction stage, the plate is 
scanned to acquire a complete white calibration image (Rw). In the black correction phase, the camera lens cap 
is covered and scanned, allowing the system to capture background noise in the absence of light, thus obtaining 
the all-black calibrated image (Rb). Equation (1) below presents the formula for black and white correction of 
the original hyperspectral image.

Fig. 1.  Analysis process flow chart; a A series of preparations; b A series of spectra of visible/near-infrared and 
near-infrared; c A series of classification recognition models built by visible/near-infrared and near-infrared 
spectral data.
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where R is the corrected hyperspectral image; R0 is the original hyperspectral image; Rw is an all-white calibrated 
image of a standard white calibration plate (reflectance close to 99.9%); and Rb is the all-black calibrated image 
with the lens cap closed (reflectivity close to 0%).

SpectralView software (Headwall Photonics, USA) was used for secondary development with Visual Basic 
(Version 6.0, Microsoft, USA), which was used to extract the region of interest (ROI) within the hyperspectral 
image, capture the spectral feature data of the ROI and perform batch processing for averaging. The selection 
of the ROI in the hyperspectral images of tomato leaves followed the method described by Zhao et al.27 for ROI 
extraction. The SpectralView software was used to import images and actively extract the reflectivity information 
based on the coordinate matrix. For each VIS/NIR and NIR hyperspectral image, 15,041-pixel and 617-pixel 
points, respectively, were extracted. The averaged spectral data (as described in formula 2) derived from this 
process served as the foundational dataset for subsequent data processing tasks.

Where  Ak is the average spectral data of the k-th sample; n is the number of sampling pixel points; and  Ai is the 
spectral data of each sampling pixel point.

Spectral preprocessing and characteristic wavelength extraction
The data were processed and analyzed using MATLAB software (Mathworks, MATLAB, R2016b). Before data 
processing and analysis, 605 samples were randomly permuted using the randperm function and subsequently 
divided into training and prediction sets at a ratio of 3:1.

During spectral acquisition, numerous noise sources, including instrument noise, environmental interfer-
ence, and background disturbances such as light source leakage and scattering, can compromise the accuracy 
and reliability of spectral data. Hence, moving average smoothing (MAS) and discrete wavelet transform (DWT) 
were applied to preprocess the spectral data in this study.

Spectral data comprise numerous bands, and the data dimension is high, potentially causing computational 
challenges and redundancy issues. Feature extraction techniques aim to preserve essential information, reduce 
data dimensionality, simplify processing complexity, and enhance classification accuracy. Hence, in this study, 
PCA, variable combination population analysis (VCPA), and IRIV algorithms were employed to downscale the 
hyperspectral data.

PCA is a widely utilized technique in multivariate statistical  analysis28–31. It serves not only to elucidate the 
structure and patterns inherent in the data but also to extract its paramount information. Initially, it translates 
the coordinate system’s origin to the data center to eliminate data translational effects. Subsequently, the covari-
ance of the data is computed, and eigenvalue decomposition of the covariance matrix is performed to derive 
the eigenvalues and corresponding eigenvectors. Based on the eigenvalue magnitude, the K largest eigenvalues 
and their corresponding eigenvectors are identified as the primary components. Eventually, the original data 
are projected onto these selected K principal components to reduce the dimensions to K. The foremost feature 
extracted from the original feature space encapsulates the essential information within the original dataset, 
thus representing the pivotal feature derived from the original feature set. In this study, the number of principal 
components was determined using the criterion of an eigenvalue greater than 0.01.

The VCPA is a feature extraction method grounded in model cluster  analysis32,33. Initially, variables are sam-
pled via binary matrix sampling, and the variable set with the smallest cross-validation (CV) values is selected 
as the initial feature. Subsequently, it computes the probability of each wavelength point corresponding to the 
measured value, and wavelength ranges or variables with lower probabilities are filtered iteratively using a decay 
function. This process is iterated for retained variables, and the remaining variables are combined to yield the 
set of characteristic wavelength variables. The maximum feature number of this study was 15, the fold number 
of cross-validations was 5, the preprocessing method was center, the number of Bayesian model selection (BMS) 
runs was 1000, the number of exponential decline function (EDF) runs was 85, and the scale factor was 0.1.

The IRIV algorithm is an unsupervised learning method used for data reduction and feature  selection34,35. Ini-
tially, it normalizes the raw data to have a mean of 0 and a standard deviation of 1 for each feature. Subsequently, 
it defines an initial feature subset, projects and reconstructs this subset using PCA or other orthogonal decompo-
sition techniques, and calculates the reconstruction error. Features are selected based on their informativeness, 
and if the chosen subset is not sparse, additional optimization can be performed using L1 regularization or other 
techniques to increase sparsity. This process iterates until a final, sparsest subset with minimal reconstruction 
error is obtained. The maximum number of principal components for cross-validation in this test was 10, the 
number of folds for cross-validation was 5, and the pretreatment method was the center.

Classification models and evaluation criteria
The back propagation neural network (BP) is a widely used fully connected feedforward neural  network36–38. It 
propagates input data from the input layer to the output layer through forward propagation, computing output, 
and error at each node. Subsequently, backpropagation is employed to pass the error backward through the 
network, updating weights by calculating gradients between each node and the next layer. This iterative process 
continues until the error falls within an acceptable range or a preset number of training iterations is reached. In 
this study, a feed-forward neural network model with "6" hidden nodes was created, the maximum number of 
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iterations was set to "1000", the target training error was "1e-6", and the learning rate was "0.01", and the learn-
ing rate was "0.01".

The SVM is a binary classification  model39,40. It determines the classification boundary by identifying an 
optimal hyperplane in the feature space, with sample points closest to the hyperplane serving as support vec-
tors. Additionally, SVM employs kernel functions to map features to higher-dimensional spaces, enabling it to 
address linearly inseparable problems. For multiclassification tasks, SVM constructs multiple submodels based 
on a one-vs-rest or one-vs-one  approach41. This allows the segmentation and categorization of multiple classes by 
distinguishing each category from all others and assigning samples accordingly. In this study, the kernel function 
of the model was selected as the "RBF" function, the gamma parameter of the kernel function was "0.01", and the 
parameter of the penalty factor was set as "10.0".

The radial basis function neural network (RBF) is a single hidden layer feedforward neural network model 
employing a radial basis  function42–44. During training, the K-means clustering algorithm is utilized to catego-
rize samples into k clusters, with each cluster’s center serving as an implicit node to enhance model generaliz-
ability. Subsequently, the node weights of the output layer are adjusted via an error backpropagation algorithm 
to minimize the objective function. For this study, the radial basis function’s expansion speed was set to "100".

This study employed three evaluation metrics to assess the classification model’s effectiveness: accuracy, the 
macro-averaged F1 (Macro-F1), and the geometric mean (G-mean). All the values fall within the [0,1] range, 
with higher values indicating better performance. The accuracy represents the proportion of correctly predicted 
samples to the total number of samples, regardless of the individual  category45,46. Macro-F1 computes the aver-
age F1 score across all categories, serving as a generalized performance  indicator47,48. The G-mean evaluates the 
model’s multiclassification performance, considering the importance of each category 49,50. The corresponding 
formulas are presented below:

where TP denotes the successful prediction of a positive sample as positive; TN denotes the successful predic-
tion of a negative sample as negative; FP denotes the incorrect prediction of a negative sample as positive; FN 
indicates that a positive sample is incorrectly predicted as negative; n indicates the number of categories; and 
Micro-F1 indicates the micro-averaged F1 score of the sample; Precision indicates the proportion of successful 
predicted positive samples among all samples predicted as positive; Recall indicates the proportion of successful 
predicted positive samples among all actual positive samples.

Data fusion
Spectral data fusion integrates data from various spectral bands to enhance the comprehensiveness and accuracy 
of information. This approach mitigates the limitations of individual bands and enhances spectral resolution. 
The study employs low-level and medium-level data fusion techniques.

Low-level data fusion directly integrates raw data. It combines VIS/NIR and NIR spectra to create a new 
dataset. Each row in the dataset represents the spectral data for one sample, including both VIS/NIR and NIR 
wavelengths. Each column contains spectral values for these wavelengths.

Medium-level data fusion is the fusion of data after feature extraction. The method extracts more discrimi-
native and interpretable features while preserving most of the original data information. The study employed 
multiple fusion techniques by integrating the VIS/NIR and NIR sample data extracted using PCA, VCPA, and 
IRIV feature extraction methods, respectively, to create new datasets. This fusion process aimed to enrich the 
information content and enhance the discriminative capability of the fused datasets.

Confusion matrix
The confusion matrix is a common method for evaluating the performance of a classification model, depicting 
the relationship between the true attributes of the sample data and the model’s recognition results. It uses a matrix 
to represent the correspondence between true class and prediction class, helping us intuitively understand the 
model’s performance across different categories.

Results
Early spectral characteristics of Cladosporium fulvum in tomatoes
Figure 2 shows plots of the raw spectral data, preprocessed spectral data, and averaged spectra for each period 
of the 605 samples in the VIS/NIR and NIR regions. The raw spectral data exhibit some degree of fluctuation, 
possibly due to environmental influences, instrumental errors, or other interfering factors, complicating the data 
analysis. A comparison of spectral maps before and after preprocessing reveals that employing the MAS-DWT 
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preprocessing technique effectively diminishes data fluctuations, eliminating high-frequency noise and clutter 
signals, thereby enhancing the signal-to-noise ratio of the spectral data.

In the VIS/NIR spectral range, the spectral reflectance curves of the tomato leaves exhibited a consistent trend 
throughout the different periods. The spectral reflectance changes slowly before the wavelength 700 nm, followed 
by a sharp increase near 700 nm. There are two absorption peaks near the 510 nm and 690 nm wavelengths and a 
reflection peak at 550 nm. In the wavelength range below 700 nm, leaf spectral reflectance increases with infection 
duration. Similarly, in the NIR spectral range, the spectral reflectance curves of tomato leaves demonstrated a 
consistent pattern across different times. The reflectance slowly changes before 1300 nm, sharply decreases after 
1300 nm, and subsequently increases after 1450 nm. Reflection peaks are observed near 1120 nm and 1270 nm, 
with absorption peaks near 1160 nm and 1440 nm.

Feature extraction results
After preprocessing, there are 646 spectral bands in the VIS/NIR range and 148 bands in the NIR range, totaling 
794 bands suitable for low-level data fusion. Hence, in this study, PCA, VCPA, and IRIV algorithms are employed 
to reduce the dimensionality of the spectral data in the VIS/NIR, NIR, and low-level fusion, preserving critical 
feature variables to enhance modeling efficiency and accuracy. For the VIS/NIR spectral data, PCA, VCPA, and 
IRIV extracted 13, 14, and 20 feature variables, respectively. Similarly, in the NIR spectral data, PCA, VCPA, and 
IRIV extracted 6, 12, and 30 feature variables, respectively. Furthermore, PCA, VCPA, and IRIV extracted 14, 
11, and 28 feature variables from the low-level fusion spectral data, respectively. The specific feature variables 
are shown in Fig. 3.

Classification results for a single data block
For the VIS/NIR spectral data, the 605-sample data from periods T1 to T11 were randomly split into calibration 
and prediction sets at a 3:1 ratio, resulting in 12 classification models including BP, PCA-BP, VCPA-BP, IRIV-BP, 
SVM, PCA-SVM, VCPA-SVM, IRIV-SVM, RBF, PCA-RBF, VCPA-RBF, and IRIV-RBF, as detailed in Table 1. 
Comparative analysis reveals that the RBF classification model performs the best, followed by BP, while the 
SVM model exhibits the lowest performance. Feature extraction enhances the performance of all models, with 
the PCA-RBF model demonstrating the highest efficacy. Specifically, the PCA-RBF model achieves accuracies 
of 99.8% and 98% for the calibration and prediction sets, respectively, with both Macro-F1 values up to 1 and 
both G-mean values up to 1, respectively. The evaluation metrics for the calibration set match those of the RBF 
model, while for the prediction set, the accuracy, Macro-F1, and G-mean values are 2.6%, 0.1, and 0.1 higher 
than those of the RBF model, respectively, with 635 fewer features than the RBF model.

For the NIR spectral data, the 605-sample dataset spanning periods t1 to t11 underwent similar processing. 
Comparative analysis indicates that the RBF classification model performs the best, followed by BP, with the 
SVM model displaying the poorest performance. Except for the IRIV-SVM and PCA-RBF models, all models 
exhibit improved performance after spectral data feature extraction, with the IRIV-RBF model delivering the 

Fig. 2.  Raw spectrograms, preprocessed spectrograms, and average spectrograms for each period of the 
sample’s VIS/NIR and NIR; a Raw spectrogram in the VIS/NIR; b Raw spectrogram in the NIR; c VIS/NIR 
spectrogram of the sample after preprocessing; d NIR spectrogram of the sample after preprocessing; e Average 
VIS/NIR spectrograms for each period; f Average NIR spectrograms for each period.
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most favorable outcomes. Specifically, the IRIV-RBF model achieves accuracy rates of 98.9% and 98.7% for the 
calibration and prediction sets, respectively, with both Macro-F1 values up to 1, and both G-mean values up 
to 1, respectively, and the evaluation metric values of the correction set were the same as the evaluation metric 
values of the RBF model. The accuracy of the prediction set is improved by 2.6%, compared with those of the 
RBF model, and the number of features is 118 fewer than the number of features of the RBF model.

Classification results of low‑level data fusion
In this study, a 794-dimensional spectral dataset was obtained by directly merging the VIS/NIR and NIR spectral 
data through low-level data fusion. Concurrently, feature dimensionality reduction using PCA, VCPA, and IRIV 
was applied to the low-level fusion spectral data, followed by the establishment of classification models such as 
BP, SVM, and RBF for both the low-level fusion spectral data and the spectral data after feature extraction, as 
detailed in Table 2. A comparison of Tables 1 and 2 shows that the performances of the BP class and RBF class 
models constructed using low-level data fusion surpass those of models constructed using a single data block. 
Specifically, in the PCA-RBF model, the accuracy, Macro-F1, and G-mean of the calibration set reach 100%, 1, 
and 1, respectively. For the prediction set, the accuracy, Macro-F1, and G-mean reach 99.3%, 1, and 1, respec-
tively, indicating excellent performance. Additionally, SVM class models constructed using low-level data fusion 
outperform those constructed using NIR data. Notably, only the SVM, PCA-SVM, and VCPA-SVM models 
constructed using low-level data fusion are superior to their counterparts constructed using VIS/NIR data.

Classification results for medium‑level data fusion
The characteristic wavelength data extracted from PCA, VCPA, and IRIV in the VIS/NIR and NIR bands were 
combined using a medium-level data fusion method, resulting in 17-, 25-, and 50-dimensional spectral data, as 
presented in Table 3. This approach combines feature extraction and data fusion techniques to accurately capture 
correlations between VIS/NIR and NIR data, thereby providing more precise and valuable information. Com-
paring Tables 1 and 3, it is evident that the models constructed based on medium-level data fusion outperform 
those built based on a single block of data in all cases. Specifically, the accuracy, Macro-F1, and G-Mean values 
in the RBF classification model, which is based on the medium-level fusion of PCA-extracted feature data, reach 
100%, 1, and 1 for the calibration set. For the prediction set, the accuracy, Macro-F1, and G-Mean values are 
99.3%, 1, and 1, respectively.

Comparing Tables 2 and 3, it can be observed that the SVM class, VCPA-RBF, and IRIV-RBF models con-
structed using medium-level data fusion, outperform their counterparts built on low-level data fusion. However, 
the BP class models constructed based on medium-level data fusion do not perform as well as their low-level 

Fig. 3.  Feature extraction for visible/near-infrared, and near-infrared spectral data and low-level data fusion 
based on the principal component analysis, variable combination population analysis, and iterative retention of 
informative variables algorithms.
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counterparts. Although the PCA-RBF model constructed using medium-level data fusion performs comparably 
to the model constructed using low-level data fusion, the latter model has fewer features. Overall, the PCA-RBF 
classification model constructed using low-level data fusion yields the best results with a required number of 
feature spectra of 14.

Confusion matrix of optimal model
The confusion matrix plots for the calibration set and prediction set of the PCA-RBF classification model based 
on low-level data fusion are shown in Fig. 4. From the figure, it can be seen that in the calibration set, the model 
correctly classifies all samples without any errors. In the prediction set, the model also correctly classifies the 

Table 1.  Evaluation metrics for BP, SVM, and RBF classification models before and after feature extraction 
with PCA, VCPA, and IRIV based on individual data blocks. NFS: Number of key spectral.

Spectrum Model NFS

Calibration Prediction

Accuracy Macro-F1 G-mean Accuracy Macro-F1 G-mean

VIS/NIR

BP 646 72 1 0.8 70.4 1 0.8

PCA-BP 11 91.4 1 0.9 84.9 1 0.9

VCPA-BP 13 88.5 1 0.9 87.5 1 0.9

IRIV-BP 20 88.1 1 0.9 82.9 1 0.9

SVM 646 69.1 0.7 0.7 61.8 0.6 0.6

PCA-SVM 11 87.6 0.9 0.9 87.5 0.9 0.9

VCPA-SVM 13 66.9 0.7 0.7 64.5 0.6 0.6

IRIV-SVM 20 72 0.7 0.7 65.8 0.7 0.7

RBF 646 99.8 1 1 95.4 0.9 0.9

PCA-RBF 11 99.8 1 1 98.0 1 1

VCPA-RBF 13 98.2 1 1 97.4 1 1

IRIV-RBF 20 98.7 1 1 98 1 1

NIR

BP 148 66.9 0.8 0.7 63.2 0.7 0.7

PCA-BP 6 74.2 0.7 0.7 71.7 0.5 0.6

VCPA-BP 12 81.5 1 0.9 78.9 1 0.9

IRIV-BP 30 81.5 1 0.9 73.7 0.9 0.8

SVM 148 32.9 0.3 0.3 28.3 0.3 0.3

PCA-SVM 6 53 0.5 0.5 52 0.5 0.5

VCPA-SVM 12 42.4 0.4 0.4 31.6 0.3 0.3

IRIV-SVM 30 30.0 0.3 0.3 28.3 0.3 0.3

RBF 148 98.9 1 1 96.1 1 1

PCA-RBF 6 95.4 1 1 94.1 1 1

VCPA-RBF 12 97.4 1 1 97.4 1 1

IRIV-RBF 30 98.9 1 1 98.7 1 1

Table 2.  Evaluation metrics for BP, SVM, and RBF classification models before and after feature extraction 
with PCA, VCPA, and IRIV based on low-level fusion of data.

Model NFS

Calibration Prediction

Accuracy Macro-F1 G-mean Accuracy Macro-F1 G-mean

BP 794 87.2 1 0.9 82.9 0.9 0.9

PCA-BP 14 96.7 1 1 94.7 1 1

VCPA-BP 11 89.6 1 0.9 88.2 1 0.9

IRIV-BP 28 93.6 1 1 92.1 1 1

SVM 794 70 0.7 0.7 65.1 0.7 0.7

PCA-SVM 14 90.5 0.9 0.9 90.1 0.9 0.9

VCPA-SVM 11 73.1 0.7 0.7 66.4 0.7 0.7

IRIV-SVM 28 57.8 0.6 0.6 56.6 0.6 0.6

RBF 794 99.8 1 1 97.4 1 1

PCA-RBF 14 100 1 1 99.3 1 1

VCPA-RBF 11 98 1 1 98.0 1 1

IRIV-RBF 28 99.1 1 1 98.7 1 1
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vast majority of samples, with only one exception: one sample, which is actually of class 2, is incorrectly classi-
fied as class 3. Despite this minor error, the model’s overall performance on the prediction set remains excellent.

Discussion
The spectral reflectance of tomato leaves is primarily influenced by the content of photosynthetic molecules, the 
cellular structure, the water content, and  diseases51. The main photosynthetic molecules included chlorophyll 
and carotenoids. Chlorophyll and carotenoid molecules in the leaves strongly absorb visible (VIS) light, result-
ing in very low reflectance of tomato leaves in the VIS spectral range. In contrast, in the NIR spectral range, the 
reflectance of leaves is influenced by the cellular structure and moisture content. Structures such as cell walls, 
stomata, and chloroplasts scatter NIR light, leading to greater reflectance of leaves in this range.

There are absorption peaks near 510 nm and 690 nm, and a reflection peak at 550 nm. This is primarily due 
to the influence of chlorophyll, which has a high absorption rate for blue and red light and a low reflectance 
rate for green light. Reflection peaks are observed near 1120 nm and 1270 nm, mainly due to the effect of leaf 
structure, while absorption peaks near 1160 nm and 1440 nm are primarily attributed to water  absorption52.

When inoculated with C. fulvum spore suspension, spores attach to the surface of the leaves, and when the 
stomata of the leaves are opened, these spores change into the interior of the leaves and form sclerotium inside the 
 leaves53. With the growth of C. fulvum, the chlorophyll molecules in the leaves are damaged, leading to increased 
reflectance of the leaves in the VIS spectrum below 700 nm. With increasing invasion time, the reflectivity of the 
leaves continued to increase. Additionally, since C. fulvum invades leaf cells and secretes enzymes like cellulose, 
hemicellulose and pectinase that degrade the plant cell  walls54, the cell structure is damaged. These enzymes 
also disrupt the cell  membrane55, making it difficult for the leaf to maintain internal water. Once the pathogen 
penetrates the cell membrane, important components like proteins and nucleic acids in the cytoplasm are also 
damaged, affecting DNA stability and gene  expression56, which leads to cell death. The pathogen also causes 
the rupture of  vacuoles57, which are crucial for water storage and ion balance  regulation58. The destruction of 
vacuoles results in water loss and affects water regulation. Since leaf reflectance in the NIR range is related to 

Table 3.  Evaluation metrics for BP, SVM, and RBF classification models based on medium-level data fusion.

Model NFS

Calibration Prediction

Accuracy Macro-F1 G-mean Accuracy Macro-F1 G-mean

PCA

BP 17 90.5 1 1 86.8 1 0.9

SVM 17 95.4 1 1 94.1 0.9 0.9

RBF 17 100 1 1 99.3 1 1

VCPA

BP 25 88.5 1 0.9 86.8 1 0.9

SVM 25 71.3 0.7 0.7 69.1 0.7 0.7

RBF 25 99.3 1 1 98.0 1 1

IRIV

BP 50 91.6 0.9 0.9 90.8 0.8 0.9

SVM 50 72.6 0.7 0.7 67.1 0.7 0.7

RBF 50 99.8 1 1 99.3 1 1

Fig. 4.  Confusion matrices of the calibration set and prediction set for the PCA-RBF classification model based 
on low-level data fusion; (a) Confusion matrix of the calibration set; (b) Confusion matrix of the prediction set.
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factors such as cell structure and water  content59, the combined effects of these factors result in irregular spectral 
reflectance patterns.

The RBF classification model achieved the best performance among the models built on a single block of 
data. The accuracies of the calibration and prediction sets for the VIS/NIR spectral data model reached 99.8% 
and 95.4%, respectively. For the NIR spectral data model, the accuracies of the calibration and prediction sets 
reached 98.9% and 96.1%, respectively.

PCA, VCPA, and IRIV methods were employed to select characteristic wavelengths for VIS/NIR and NIR 
data. The model constructed from the extracted features performed significantly better than the original model, 
indicating the beneficial impact of feature extraction on enhancing the model’s classification accuracy. In the case 
of the RBF model, the accuracy of the prediction set increased by 2.6%, 2%, and 2.6% in the VIS/NIR spectral 
data, respectively. However, in the NIR spectral data, the PCA feature extraction method led to a degradation in 
the prediction performance of the original classification model. This could be attributed to the limited number 
of feature wavelengths extracted by PCA, which failed to fully capture the essential information in the original 
spectral data. In contrast, the other two methods improved the accuracy of the prediction set of the model by 
1.3% and 2.6%, respectively.

Comparing the classification models constructed through low-level data fusion with those built using indi-
vidual data blocks, it is evident that, apart from the IRIV-SVM model, all other models derived from low-level 
data fusion outperform those established from individual data blocks. This indicates that low-level fusion models 
exhibit greater potential for the early diagnosis of C. fulvum in tomatoes than single data models. In particular, 
the PCA-RBF model constructed based on low-level data fusion yields the most favorable outcomes, achieving 
accuracies of 100% and 99.3% for the calibration and prediction sets, respectively, with a Macro-F1 of 1, a G-mean 
of 1, respectively, and 14 feature wavelengths.

Comparing the classification model constructed through the medium-level fusion of data with the model built 
from a single data block, it is evident that the performance of the former surpasses that of the latter, indicating 
that the medium-level fusion model holds greater promise for early diagnosis of C. fulvum in tomatoes compared 
to a single data model. Specifically, the RBF class classification model constructed based on the medium-level 
fusion of PCA-extracted feature data yields the most favorable outcomes, achieving an accuracy, Macro-F1, and 
G-mean of 100%, 1, and 1, respectively, for the calibration set. For the prediction set, the corresponding values 
are 99.3%, 1, and 1, respectively, with the model utilizing 17 feature wavelengths.

A comparison between the classification models constructed via medium-level fusion and low-level fusion 
of the data indicates that the SVM class, VCPA-RBF, and IRIV-RBF models obtained through medium-level 
fusion outperform their low-level fusion counterparts, whereas the BP class models exhibit better performance 
in the low-level fusion scenario. This highlights the importance of selecting appropriate fusion strategies based 
on different models and problem domains. For the PCA-RBF model, both fusion strategies yield similar per-
formances; however, the low-level fusion model has fewer feature spectra than the medium-level fusion model. 
The 14 feature wavelengths extracted for the PCA-RBF model via low-level fusion are 430.538, 684.918, 690.006, 
703.088, 721.258, 725.619, 895.69, 899.324, 1322.39, 1374.25, 1378.97, 1393.11, 1444.97, and 1473.26 nm. The 
spectral reflectances at 430.538, 684.918, and 690.006 nm are primarily correlated with the chlorophyll and 
carotenoid contents in the leaves, whereas the reflectances at 703.088, 721.258, 725.619, 895.69, and 899.324 nm 
are associated with cellular structures such as the cell wall, stomata, and chloroplasts and water  content60. The 
reflectances at 1322.39, 1374.25, 1378.97, 1393.11, 1444.97, and 1473.26 nm are mainly influenced by the water 
content in the  cells61.

Conclusions
This study investigated the use of VIS/NIR and NIR hyperspectral imaging combined with data fusion for the 
early diagnosis of C. fulvum in greenhouse tomatoes using both healthy and inoculated diseased tomato leaves. 
The study compared the effects of different feature extraction methods and different machine learning models 
on the early diagnosis of C. fulvum in tomatoes. Low-level and medium-level data fusion were also performed 
on spectral data in the VIS/NIR and NIR to compare the effects of individual data blocks, low-level fusion, 
and medium-level fusion on the performance of the model for the early diagnosis of C. fulvum. Comparisons 
revealed that:

• The RBF classification model was the most effective for early diagnosis, followed by the BP model, with the 
SVM model performing the worst.

• The PCA-RBF classification model achieved the best results for models built on VIS/NIR spectral data, while 
the IRIV-RBF classification model achieved the best results for models built on NIR spectral data.

• Models built based on low-level data fusion outperformed those built based on NIR spectral data. The BP 
class, RBF class, SVM class, PCA-SVM, and VCPA-SVM models built based on low-level data fusion out-
performed those built based on VIS/NIR data.

• Modeling based on medium-level data fusion consistently outperformed modeling based on individual data 
blocks.

• The SVM class, VCPA-RBF, and IRIV-RBF models built based on medium-level data fusion all performed 
better than their low-level fusion counterparts, whereas the BP class models showed the opposite trend. The 
PCA-RBF model built based on medium-level data fusion yielded similar performance to that built on low-
level data fusion, but the PCA-RBF model based on low-level data fusion required fewer features.

In conclusion, the study demonstrated that the PCA-RBF classification model established using hyperspectral 
imaging combined with low-level data fusion can effectively enable the early diagnosis of C. fulvum in greenhouse 



11

Vol.:(0123456789)

Scientific Reports |        (2024) 14:20176  | https://doi.org/10.1038/s41598-024-71220-w

www.nature.com/scientificreports/

tomatoes, providing a fast and nondestructive approach for early disease detection, with implications for the 
early detection of other plant diseases. For hyperspectral images, besides spectral information, spatial informa-
tion also contains important features. The neglect of spatial information in the study might lead to less precise 
disease diagnosis. Therefore, future research could focus on integrating both spectral and spatial information 
from samples to enhance the accuracy and precision of disease diagnosis. Additionally, corresponding preven-
tive measures can be implemented for plants at different stages of disease infection to control disease spread 
and minimize crop losses.

Data availability
Available upon request from the corresponding author.
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