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ABSTRACT: Magnetite nanocrystals show promise for electri-
cally small gigahertz frequency applications, which could lead to
miniaturizing transformer cores and new sensing technologies. This
work presents a rigorous radiofrequency characterization of these
nanocrystals using vector network analyzer (VNA) ferromagnetic
resonance (FMR) measurements. For the first time, two different
average diameters of Fe3O4 nanocrystals are investigated (7.3 and
20.2 nm). When the VNA−FMR results were compared to
micromagnetic simulations, the magnetic anisotropy (K1) deviated
from the ideal mean orientation value of K1/2 to K1/80 for the 7.3
nm nanocrystal. In contrast, the obtained magnetic anisotropy in
20.2 nm nanocrystals slightly deviated to K1/11 due to less
structural deformations. These findings resulted in a newly
proposed methodology for an approximate simulation based on VNA−FMR measurements. In addition, this work estimates the
approximate amount of nanocrystals needed to measure a useful VNA−FMR spectrum.

1. INTRODUCTION
Radio-frequency (RF) field sensors have a wide range of
possible uses in measuring RF fields with applications ranging
from pulsed power,1 telecommunications,2 and the automotive
industry,3 among others. When it comes to small spaces,
measuring RF fields becomes more challenging. Conventional
metal antennas can induce RF scattering and thus perturb the
RF field that one wants to measure. This is where electro-optic
(EO) sensors can play an important role. EO sensors for RF
reception (EO/RF) are becoming more affordable, reliable,
and accurate. Their relatively small size and small amount of
conductive material compared to metal antennas make them
ideal for RF measurements.4−8 EO/RF usually contains, at
most, an electrically small dipole antenna. The length of
antenna is less than λ/10, where λ is the wavelength of the
highest frequency of interest.9−11 However, commercially
available EO/RF is still about several centimeters in size.
Fortunately, there is a way to make these EO/RF smaller by
using nanoparticles (NPs). Recently, researchers have been
looking at integrating EO materials with photonic crystal fibers
(PCF)s.12,13 To our knowledge, no one has investigated using
nanomaterials drawn through PCFs for the purpose of RF
sensing.14−18 Instead of installing EO crystals onto the tips of
these PCFs,12 one could draw magnetically sensitive materials
through the capillaries of these PCFs. Then, these PCFs can be
paired with other nanomaterials such as quantum dots (QDs)
or nanoplatelets (NPLs) to measure the incident RF by using

changes in either the photoluminescence (PL) lifetime or the
emission wavelength. A commonly used magnetically sensitive
nanomaterial is magnetite (Fe3O4), which is superparamag-
netic (SPM) at nanosize. The SPM property causes magnetite
to respond to frequencies through the gigahertz range and heat
up when irradiated with RF magnetic fields (H-field). This
temperature increase can be beneficial for measuring the power
density of an incident RF field. To tie this back to the use of
QDs in PCFs for sensing RF fields, the heat produced by the
magnetite nanocrystals under RF irradiation can then travel to
nearby QDs. This in turn will change the temperature of the
QDs, which causes their PL emission wavelength to change.
One can then create a calibration setup to make an antenna
factor curve that ties the power of the incident RF field to the
amount of wavelength shift of the optical PL emission of the
QDs. If additional circuitry can be used to add modulation, it
would be possible to extract the frequency information from
these materials.19 The use of nanocrystals over magnetite
micropowder is preferred as the specific loss power (the
amount of heat generated through a changing magnetic field)
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is 2 to 3 orders of magnitude larger than conventional methods
of magnetic heating. These conventional methods consist of
hysteresis and Neél and Brownian relaxation mechanisms,
which produce lower amounts of thermal energy compared to
resonant spin-excitation heating that occurs in magnetite
nanocrystals.20

However, before the integration of magnetite NPs into PCFs
or any other type of sensing system, the RF response needs to
be characterized. One method is vector network analyzer
ferromagnetic resonance (VNA−FMR) measurement.20,21 A
magnetite film is dropcast onto a microstrip line, and direct
current (DC) H-field is orthogonally (axially) applied to the
direction of the current flow (longitudinally) along the
microstrip line to change the precessional frequency of the
material’s magnetization. The current flow along the microstrip
line is established by sourcing power from port one of the
VNA and returning the current into port two of the VNA. The
ratio in power is the complex ratio of the input wave on port
one to the output wave on port two.22 This transmission
coefficient (S21) is important because changes in this
coefficient in a VNA−FMR measurement can quantify the
power being modified by the magnetite’s RF response. The S21
is measured at both a large HDC field (for comparative
purposes) and at the HDC field of interest. The difference
between these two S21 measurements is known as ΔS21. Then,
one can use the ΔS21 spectra to empirically calculate the
material coefficients: damping coefficient (α) and internal
magnetization component of the applied magnetic field (Hint),
which can be used for simulations.20 Since these NPs have a
random orientation of their magnetic moments as an ensemble
of particles (essentially isotropic when it comes to magnetic
measurements), one could then use these data for the design of
a free-field or surface sensor. Previous papers have not
provided information in regard to magnetite NPs across
multiple diameters and applied amounts onto a microstrip
line.20,21,23−25 In addition, essential characteristics of the
experimental setups such as the uniformity of the H-field and
the uncertainty of the RF setup were not addressed either. This
work significantly builds upon the previous papers for
modeling of magnetite NPs to experimental data and provides
additional RF characterizations of the apparatus and a look
into how various amounts and diameters of magnetite NPs
change the ΔS21 spectrum.
In this paper, we first present a theoretical justification

behind this work, followed by the computational and
experimental methodology, then the measured results, overall
discussion, and the conclusion.

2. THEORY
This paper builds upon previous modeling and simulation
work.26 As the size of a magnetic particle decreases, it traverses
the critical point where the material changes from a
multidomain structure to having all its dipoles pointing in
the same direction within a single domain. However, in
general, it still is not considered an SPM state unless enough
thermal energy is supplied to allow the individual single
domain particles to reorient their moments. As such, the
material becomes SPM below a threshold radius (the magnetic
particle is considered spherical) when the present thermal
energy is greater than the activation energy needed to allow the
particle moment to freely reorient. In contrast to SPM
particles, a magnetic particle could be micrometers in diameter
and contain multiple magnetic domains and therefore be a

multi domain magnetic particle. The activated reorientation
allows an ensemble of particles to randomize their moments
and therefore lead to the demagnetization of the ensemble (no
coercivity) as illustrated in Figure 1. Coercivity is how strong a

magnetic field needs to be in order to make a magnetic
material go from saturation (e.g., all magnetic dipoles are
aligned and cannot be aligned anymore) back to zero (e.g.,
magnetic dipoles are randomly oriented). In addition, the
higher the coercivity, the more energy that needs to be exerted
in order to rotate the magnetic dipoles within a material.
Materials with a high coercivity are usually used as permanent
magnets.27−29

Typical heating mechanisms such as Neél and Brownian
relaxations are not fast enough to generate heat at gigahertz
frequencies.32 Even with small, SPM magnetite NPs (≤20
nm), hysteresis heating plays a minimal role at these
frequencies. For gigahertz frequencies, a mechanism called
resonant spin-excitation and dissipation comes into play and
becomes the predominant heating mechanism.20 At the right
excitation frequency, the magnetic moment can precess around
the direction of the applied direct current magnetic field. As it
is dampened, it releases precessional energy as heat. The
Landau−Lifshitz−Gilbert (LLG) equation explains this reso-
nant response and in a modified form is given as

t M t
M M H M M

eff
s

= × + ×
(1)

where γ is the gyromagnetic ratio, α is the damping coefficient,
Heff is the applied H-field (including the components of the RF
magnetic field and the internal magnetic field), Ms is the
magnetization saturation, and M is the magnetization of the
material.26 The heating from this mechanism is anywhere from
2 to 3 orders of magnitude larger than is observed with
conventional induction heating.20 First-principles and numer-
ical finite-difference-time-domain (FDTD) modeling results
are provided in the ref 26. In order to use these models, one
must know the α and Hint (internal magnetization component
of Heff), which have to be derived from empirical data. In
addition, the saturation magnetization Ms of the magnetic NPs
must be determined. This paper uses material characterization
data from collected measurements (determined in this
manuscript) and LLG parameters from previous works20,26

to make approximate predictions in regards to the RF
precessional response of magnetite NPs.

Figure 1. Illustration showing the different magnetic domain stages
that a shrinking ferrous particle goes through until it ultimately
becomes SPM.30,31
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3. METHODOLOGY
Magnetite NPs were made using the process presented in
Vreeland et al.33 Two batches of Fe3O4 NPs with two different
average diameters were synthesized for this work: 20.2 and 7.3
nm. The size distributions were determined by using small-
angle X-ray scattering (SAXS) of particle solutions in hexane
filtered through a 0.22 μm filter. From the best-fit curves for
the SAXS data, the particle size distribution was determined to
be 5.7% for the 20.2 nm NPs and 13.5% for the 7.3 nm NPs.
The SAXS data is presented in Figure S1 of Supporting
Information. Transmission electron microscopy (TEM)
images were acquired with a Technai TEM Q30 at a gun
voltage of 300 keV for each specimen on copper grids and can
be seen in Figure 2.

The Fe3O4 phase of synthesized NPs was confirmed with X-
ray diffraction (XRD) (SmartLab II Rigaku, Cu Kα radiation,
in Parallel beam geometry), and the corresponding diffraction
pattern can be seen in S15. Finally, the M−H curves were
obtained with Quantum Designs Versalab Vibrating Sample
Magnetometer (VSM) for both 20.2 and 7.3 nm NPs and are
presented in Figure 3.
Presented data in Figure 3 reveal that both batches of NPs

were SPM (negligible area within the hysteresis curve). The

saturation magnetization (Ms) values for 20.2 and 7.3 nm NPs
were 76.3 and 8.7 emu/g, respectively. The zero field cooling
measurements for both diameters are presented in Figure S11.
Before applying the magnetite materials to microstrip boards,
the concentration of NPs in each sample was determined by
weighing the amount of pure Fe3O4 after the removal of a
known amount of solvent and removal of all ligands from the
particles upon heating the sample to 400 °C in an inert
atmosphere in a thermogravimetric analysis experiment. For
the magnetite stock used in this article, 20.2 and 7.3 nm had a
concentration of 3.11 and 15.00 mg/mL, respectively.
The 20.2 nm NPs were applied to three copies of a

microstrip PCB in varying amounts. These copies were labeled
B1, B2, and B3. They had 1.00 0.50, and 0.25 mL of solution
deposited on the boards, respectively. Before deposition, the
amounts were further concentrated by evaporation, until the
solution became viscous. This viscous solution was dropcast
onto a microstrip. The resulting amounts of magnetite NPs
applied to the B1, B2, and B3 microstrips were 2.59, 1.85, and
0.64 mg, respectively. Smaller NPs were deposited in a manner
similar to that for 20.2 nm NPs to the boards labeled B4, B5,
and B6. First, the 7.3 nm magnetite solution was diluted until
its concentration was 3.92 mg/mL. The amount dropcast was
then 0.80, 0.40, and 0.20 mL, respectively. The resulting
amounts of deposited NPs onto B4, B5, and B6 microstrips
were 4.77, 2.48, and 0.79 mg, respectively. From appearance,
the dropcast 4.77 and 2.48 mg should not be possible due what
would be more mass than could be dropped onto the line.
However, the solution being more concentrated than the 20.2
nm solution could increase the likelihood of agglomeration.
This can lead to dropcasting more material than intended and
an additional check being done to measure the true amount of
material deposited. Additional details of the microstrip design
and performance can be found in the Supporting Information
section. Furthermore, photographs of the deposited magnetite
films can be seen in Figure S6. The reason we used a
microstrip architecture as opposed to the coplanar waveguide
was due to both cost and measuring frequencies up to the C-
band to make a measurable FMR trend. The losses were
tolerable for the VNA being used (S21 of −0.76 dB at 4.5 GHz)
and did not affect the uncertainty of the measurement. This
approach allowed for the preparation of an affordable PCB,
which, in turn, allowed for the testing of several NP magnetite
film factors (amount of applied NPs and NP diameters) at no
loss of measurement performance.
The VNA−FMR experimental setup started with the CW

RF signal emitting from port one of an 18 GHz VNA (model:
Agilent Technologies E5063A). The VNA was used with the
following settings: starting frequency (10 MHz), ending
frequency (4.5 GHz), number of linearly equidistant frequency
steps (201), intermediate frequency (IF) bandwidth filter (10
Hz), no averaging used, and power output set to 0 dBm. The
VNA measurements were conducted at thermal equilibrium by
leaving it on for 1 h. A short-open-through-load (SOLT) two-
port calibration was performed up to the male SubMiniature
version A (SMA) jacks on the microstrip line PCB using a
Maury 8050CK calibration kit. The VNA signal travels from
port one through a DC block (model: Mini-Circuits GP-18+),
through the RF cable (model: RG-142), and then through two
nonmagnetic RF connectors (model: Cinch 142-0901-821 and
model: Amphenol RF ACX1240-ND). The other part of the
RF signal travels through the nonmagnetic SMA jack (model:
Würth Elektronik 60311002114501) into the microstrip line

Figure 2. (a,b) TEM images for 20.2 and 7.3 nm average diameter NP
specimens, respectively.
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and out of the other end of the microstrip. The signal travels
through the same circuitry as mentioned above into port two
of the VNA. The setup illustration can be seen in Figure 4.

DC magnetic field strengths were swept between 18.0 and
2.103 kOe at ≈16.0 Oe steps (measured at the center of the
microstrip line) using a water-cooled DC electromagnet
(model: GMW MagnetSystems model 3470). This electro-
magnet was attached to a water chiller model: (Fisher
Scientific Isotemp model 900). Cooling plate temperatures
were kept to be in between 17 and 20 °C. The temperature
was monitored using a temperature fiber optic sensor (model:
Biopac Systems Inc. TSD181) attached to an electromagnet

cooling plate on the liquid cooling outlet side with a fiber optic
sensor controller (model: Biopac Systems Inc. FOTS100). The
magnetic field strength was measured by using a Gauss meter
(model: TD8620). The Gauss meter’s readings were zeroed at
background before taking measurements between the yokes of
the electromagnet. A wooden jig and plastic screws were used
to secure the microstrip PCBs between the yokes of the
electromagnet. For calculating the ΔS21 spectrum, the
reference S21 spectrum is taken at a HDC field of 3.5 kOe
and subtracted from the S21 spectrum with an applied HDC field
of lower magnetic field strength.20 Note, it is not important to
know the true rms power going into the microstrip due to
VNA−FMR being a relative measurement, as long as the rms
power does not substantially change the magnetization or
material coefficients of the NPs. In addition, measuring the S21
or the S12 (reversed current direction along the microstrip)
does not matter since the HAC field generated by the microstrip
line was orthogonal to the applied HDC field and the NP
ensemble would demonstrate the same magnetic response
whether the current was flowing toward one end of the applied
HDC field or the other. This theory was confirmed when
comparing the two current directions, where their small
differences may be described by the uncertainty of the
measurement. Measurements for samples B1 and B4 were
taken three times. The data were then plotted with the x-axis as
the magnetic field bias and the y-axis as the frequency. A linear
fit line was applied along the region where the magnetite NPs
were sufficiently magnetically saturated. The slope of the linear

Figure 3. Magnetic hysteresis curves for both the (a) 20.2 nm NPs and (b) 7.3 nm NPs.

Figure 4. Setup of VNA−FMR measurement used for this
experiment. Port one of the VNA goes through a DC block, then
into a microstrip line loaded with magnetite NPs, and then back
through another DC block and into port two of the VNA.
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fit in MHz/Oe was used to get the γ0m coefficient. From here, a
ratio of the magnetite γ0 (2.8 MHz/Oe) to the measured γ0m
was used to calculate the α coefficient using the relation

1
m

0

0
= .20 Hint was calculated by using the frequency

point where the linear fit line intersects the y-axis ( f inter) and

using the relation H
f

int
(1 )inter

2

0
= +

.20,34

Micromagnetic simulations of the magnetite NPs were
performed in Ubermag. The K1 coefficient was 1.36 × 104 J/
m3, and the Aex coefficient was 13.2 × 10−12 J/m. A mean
orientation value for the K1 coefficient was used to account for
the random magnetic anisotropy directions by dividing K1 by
two.20 The number of units cells used for both the 20.2 and 7.3
nm NPs were four and one cells, respectively. The simulation
ran for 100 ns, and a sinc excitation function (center frequency
of 10 GHz) was applied at 30 ns. 2000 linearly equidistant data
points were used. The HAC excitation was applied orthogonal
to the HDC field.

26

4. RESULTS AND DISCUSSION
Six microstrips with two diameters of magnetite NPs with
three different amounts of magnetite for each diameter were
tested after being dropcast onto these strips. The labeling
scheme for what each microstrip contained can be read in the
methodology section. The VNA−FMR spectra for B1−B6 can
be seen in Figure S9 of the Supporting Information. As the
amount of NPs applied to the microstrip was reduced, the

ability to accurately determine the resonance of the VNA−
FMR spectra deteriorated. For our measurements, we found
that when comparing the deposited mass of magnetite across
each of the microstrip lines, the amount of material across the
entire length of the transmission line (10.16 mm in our
experiment) should not become lower than 0.5 μg (on
average) across a 4.14 μm × 1.70 mm surface area in order to
get informative VNA−FMR spectra. The data supporting this
can be seen in Section 12 of the Supporting Information. This
amount should be applied across the entire length of the
microstrip. Small regions containing more than 0.5 μg (thicker
films) that were present together with regions of less than 0.5
μg across the length of the strip line do not increase the ability
to determine the resonance of the VNA−FMR spectra. We
found that being able to approximately determine the
resonance of the VNA−FMR spectra was dependent upon
the overall length of the microstrip that contained ≈0.5 μg (on
average) across a 4.14 μm × 1.70 mm surface area. After
running an initial test of all microstrips (B1−B6), we
determined that only B1 and B4 should be used to compare
the effect of two different diameters of magnetite NPs due to
being able to accurately see resonance in both samples (B1 and
B4 being the largest amounts of magnetite NPs dropcast onto
the microstrips for their respective diameters).
Initial results show large changes in ΔS21 across frequency at

a given HDC field (spectral broadening) for sample B1 with a
small 18.1 Oe HDC residual bias. The spectral broadening
artifacts of the ΔS21 seen in both Figure 5a,c were removed by

Figure 5. ΔS21 spectrum of (a) sample B1 without control subtracted out. (b) Sample B1 with control subtracted out. (c) Sample B4 without
control subtracted out. (d) Sample B4 with control subtracted out. Notice large ΔS21 contribution when control is not subtracted out at low (<500
Oe) HDC fields. All plots used 7.5% moving-average smoothing applied over both the frequency and magnetic field.
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subtracting out the control measurement of the microstrip (see
control spectra in Figure S8).
Despite using printed circuit board (PCB) material that is

considered nonferrous and assumingly nonmagnetic, large
changes in the ΔS21 spectra were observed. This was most
likely due to the magnetic material content within the RG-142
coaxial cable; the inner conductor was made of silver-coated
copper-clad steel. As can be seen in Figure S8 of the nonloaded
PCB control, ΔS21 decreases at higher frequencies. This shows
that the skin effect plays a major role in the signal absorption
loss. According to the equation for skin depth, the higher the
frequency, the less the RF signal penetrates the coaxial wire.35

Lower penetration into the coaxial cable causes the steel core
to have less of an effect on the RF signal. In addition, ΔS21
became zero after a sufficiently large HDC field was applied.
This shows that the cable contains magnetic material and the
magnetic domains within this material completely saturate
where all the magnetic dipoles are pointing in the same
direction (therefore, it cannot continue to absorb RF current
in a traditional magnetic field hysteresis loop sense). There
were magnetic impurities in other materials used in both the
PCB and the solder (judging by their ferromagnetic response,
Figure S13). However, the contribution of these impurities
into the overall device magnetization was much smaller in
comparison to that of steel inner conductors due to the
removal of the control ΔS21 primarily affecting the low HDC
magnetization, whereas the higher HDC magnetization showed
minimal changes. For our measurements, we found that it is
necessary to measure the control of one’s transmission line
setup. The use of higher quality nonmagnetic materials,
including RF coaxial cables, might result in a reduction of
broadening that would occur in a VNA−FMR spectrum.
As can be seen in Figure 6, there were two clear VNA−FMR

trends between the 20.2 and 7.3 nm diameter NPs. A best-fit
line can then be applied to the data along their linear regions.
First, the data collected with the 20.2 nm NP film had a

lower slope along its main linear region compared to that of
the 7.3 nm NP. The slope of the 20.2 nm NPs is 2.54 MHz/Oe
and that of the 7.3 nm NPs is 2.60 MHz/Oe. The calculated
slopes can be considered only estimates. Largely, this came
from the uncertainty of the peak resonance along each HDC
data point. With uncertainty of the applied HDC, the exact
resonance frequency peak can be higher or lower at a given
applied HDC which could make the overall average best-fit line
not produce material coefficient values that would allow for
modeling to reproduce the ΔS21 spectrum. This can first be
addressed by running a set of five different best-fit lines across
the bounds of the resonance spectrum. Then selecting the line
that produces material parameters accurately represented the
ΔS21 in the magnetic saturated region where the ΔS21 is
expected to correlate in a linear manner. This feedback process
with simulation helps to eliminate making this process purely
an arbitrary selection in the formation of a best-fit line. The
lower bound is selected by picking points where the NPs are
sufficiently magnetically saturated (VNA−FMR spectrum
shows a single linear trend through higher frequencies). This
is ≈230 Oe for the 20.2 nm NPs and ≈620 Oe for the 7.3 nm
NPs. The upper bound is selected by picking points where the
ΔS21 spectrum still has well-defined resonance peaks. This is
≈761 Oe for the 20.2 nm NPs and ≈1.216 kOe for the 7.3 nm
NPs.
The preferred way to compare the simulated magnetic

susceptibility to the measured ΔS21 is to reference Rose-

nsweig’s magnetic power dissipation equation, where the
power dissipation is expressed as P = μ0πχ″f H0

2.32 Note that
Rosensweig’s equation was originally designed for Neél and
Brownian energy losses (inductive heating); however, the same
concepts expressed within Rosensweig’s work could be applied
to precessional energy losses as well. The real part of the
magnetic susceptibility χ′ is not taken into account when
looking at the power dissipation, because χ″ is the loss
component. In our VNA−FMR experiment, we looked at the
wave parameter ratio [the ratio between the transmitted wave
(numerator) and the incident wave (denominator)] that the
VNA was measuring from both its ports, and the ΔS21
corresponded to transmission power losses as the magnetite
NPs experienced varying amounts of magnetic precessional
energy losses. We can safely assume that any reflective
(mismatch) loss of the transmission line is negligible due to
keeping S11 less than −20 dB across the frequencies being

Figure 6. ΔS21 spectrum for both (a) 20.2 and (b) 7.3 nm average
diameters. Overall best-fit lines going through the entire linear region
along with the data points used (maximum ΔS21 for each HDC field
point) which correspond to the HDC field ranges of 232.3−966.8 and
621.4−1399.0 Oe to create the best-fit lines are plotted for both (a,b).
The additional five best-fit lines are taken along a window of data
points along the HDC field within the linear region for both (a,b). The
HDC field windows for (a) best-fit lines are 311.8−649.7 Oe for line
#1, 494.9−761.4 Oe for line #2, 232.3−699.4 Oe for line #3, 494.9−
649.7 Oe for line #4, and 264−699.4 Oe for line #5. The HDC field
windows for (b) best-fit lines are 699.4−1200.1 Oe for line #1,
1091.1−1200.1 Oe for line #2, 934.8−1155.8 Oe for line #3, 778.2−
1015.1 Oe for line #4, and 621.4−1091.1 Oe for line #5. All plots
used 7.5% moving-average smoothing applied over both the frequency
and magnetic field. Color map from ref 36.
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measured as shown in S4 of the Supporting Information.
Hence, we approximate that transmission coefficient changes
correspond to the imaginary component of the magnetic
susceptibility χ″.
Using the Ubermag micromagnetic code reported earlier,26

the VNA−FMR spectral trends can be simulated from the
magnetic susceptibility of a SPM material.26 In order to ensure
that the best-fit lines were ideal for the simulation, a spread of
five different lines was made by choosing various points along
the ΔS21 spectrum. The α and Hint values were then used in
the simulations and plotted against a slice of the ΔS21 spectrum
at a certain HDC field. These HDC slices were located at 464.6
and 809.6 Oe for 20.2 and 7.3 nm NPs, respectively. The
simulation spreads for the five best-fit lines can be seen in
Figure 7.

The simulated curves in Figure 7 were off from the ΔS21
peak; therefore, the closest peak FMR shapes were selected for
each NP diameter. Next, the first order cubic magnetic
anisotropy constant (K1) value was adjusted from its bulk
magnetite value (−1.36 × 104) J m−3 until the peak frequency
location matched. The K1 coefficient affects the Heff term in the
LLG equation and represents the magnetization angle-
dependent change in magnetic energy. The coefficient value
is determined by the symmetry of the crystal structure; hence,
any crystal structure changes influence the value of K1.

37,38

Two different HDC slices were compared to assess whether the
simulation can track the FMR peaks from the same material
coefficient values. This resulted in the material coefficients for
each NP diameter, as seen in Figure 8.

Figure 7. (a) 20.2 nm NP simulation done at a HDC of 464.6 Oe and compared to ΔS21 data using five different best-fit lines. (b) 7.3 nm NP
simulation done at a HDC of 809.6 Oe and compared to ΔS21 data using five different best-fit lines.
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The magnetic material parameters of α and Hint for the 20.2
nm NPs were 0.32 and 923.5 Oe, respectively. For the 7.3 nm
NPs, they were 0.27 and 416.0 Oe, respectively. The K1

coefficients were adjusted to be K1
11 1 and K1

80 1 for the 20.2
and 7.3 nm NPs, respectively. Figure 8 shows that the
simulated FMR curves were similar to the ΔS21 data but had
some discrepancy. The discrepancy may be attributed to the
particle size dispersion and the makeup of the film. The
changes in the K1 coefficient may also be due to variations in
how the magnetite film dried. Alternatively, the discrepancy
may be caused by the lattice spacing and NP structure
deviations from bulk values, which might induce a preference
for a specific magnetic field direction in 7.3 nm NPs compared

with larger 20.2 nm NPs. All these factors may be responsible
for the much larger change in the K1 coefficient in the case of
the 7.3 nm NPs than the change seen in the 20.2 nm NP when
compared to the average random magnetic anisotropy
direction coefficient value of K1/2.

20 As smaller particles
have higher surface energy, the interatomic distance on the
surface changes between 7.3 nm NPs and the 20.2 nm NPs,
which in turn, can influence the particle magnetic anisotropy.39

Finally, the larger Hint value for the 20.2 nm NPs may also be
partially attributed to interparticle interaction effects larger
than those of the smaller 7.3 nm NPs.
The full width at half-maximum (fwhm) of the ΔS21

spectrum (how wide the spectrum spreads across frequency
range at a given applied HDC field) comes from a number of

Figure 8. (a) 20.2 nm NP simulation compared to the ΔS21 at HDC values of 464.6 and 761.4 Oe. (b) 7.3 nm NP simulation compared to the ΔS21
at HDC values of 809.6 and 1124.1 Oe.
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effects. It appears that ΔS21 spectral broadening was not due to
macroscale thermal changes, as explained in part S7 of the
Supporting Information, but likely due to a spread of HDC
magnetic field strengths with a gradient across the microstrip
and thermally induced changes of the electromagnet used in
the experiment that influenced the HDC fields. In addition,
when adding the uncertainty associated with the 7.5%
smoothing needed to reduce VNA artifacts (periodic
oscillations across frequency due to ΔS21 being close to the
0.1 dB uncertainty of the VNA), the overall HDC magnetic field
strength uncertainty became 181 Oe 24 Oe from the change in
the measured HDC magnetic field at a given HDC and 158 Oe
from the 7.5% smoothing. Hence, the motivation is in applying
five best-fit lines and seeing which one best matches with the
VNA−FMR peak of the ΔS21 data. This is discussed further in
Figure S10 of Supporting Information. In addition, the HAC
field changes across both the width and the length of the
microstrip, as shown in both simulation (Figure S4) and
measurement (Figure S5). However, unless the HAC field is of
sufficient magnitude to cause a significant thermal change of
the magnetite nanocrystals, it will not influence the broadening
of the ΔS21. Furthermore, each NP ensemble has a nonzero
size distribution, and these particles had varying levels of film
thicknesses along the strip lines. In general, for a given
magnetite particle diameter, the density of magnetite remains
the same regardless of the film thickness due to the magnetite
NPs being separated by their ligands. However, how the NPs
dried may result in the formation of small voids (air pockets)
within the film. These possible air pockets may cause changes
in the magnetic interaction between surrounding NPs around
these air pocket boundaries. The inhomogeneity in deposition
may result in varying levels of interactions between particles,
which can influence the size of the dispersion. For an initial
assessment of a source of ΔS21 spectral broadening, the
thickness profiles for each of the magnetite films were
compared to the fwhm of the ΔS21 peaks (see Figure S12
for details). In general, a plausible trend emerges that connects
the fwhm of the ΔS21 spectrum to the thickness of the film on
top of the microstrip. This may possibly be due to the
formation of small voids within the film, which would change
the degree of magnetic interaction between neighboring NPs.
This is a known property that the magnetic properties of SPM
NPs can be significantly altered by magnetic interactions with
neighboring NPs. This may also influence the spectral spread
in the ΔS21 spectrum, e.g., see superspin glass discussion in refs
40−42. Finally, internal heating at the nanoscale may play a
role in thicker films as well. This spectral broadening of the
ΔS21 spectrum from the various aforementioned sources of
ΔS21 effects may have created nonlinear variations that made
the best-fit line approximation method difficult to apply.
It was important to confirm the measurement uncertainty

after a rough estimate that considers those in the VNA’s (≈0.1
dB at 4.5 GHz) and the two RF coaxial connections (0.1 dB
per connection) at an IF bandwidth of 10 Hz (0.1 dB for the
VNA used in this experiment using the SOLT two-port
calibration from a Maury 8050CK calibration kit), which is
c a l c u l a t e d b y t h e r o o t s um o f s q u a r e s a s

0. 1 0. 1 0. 12 2 2+ + and results in an uncertainty of 0.173
dB. This uncertainty is comparable with the ΔS21 value for
both magnetite samples. In addition, uncertainty is influenced
at higher frequencies above 3.062 and 2.884 GHz for 20.2 nm
loaded NPs and 7.3 nm loaded NPs while in the electro-

magnetic apparatus, respectively, due to the S11 going below
−20 dB, which results in reflections starting to have a non-
negligible small contribution to the measured data. The largest
S11 measured was −14.1 dB (about 4%). Thus, without the use
of more expensive equipment such as a RF lock-in amplifier to
improve the signal-to-noise (SNR) ratio of the ΔS21,
uncertainty of gyromagnetic coefficient measurements using
VNA−FMR becomes significant, and the importance of a
direct comparison of the best-fit lines to simulation becomes
imperative for reasonable gyromagnetic coefficient data. In
addition, the S11 is influenced by (1) material loading and (2)
tension of the RF connectors in the electromagnetic apparatus.
Stiff RF cables are not ideal for this experiment, as they can
create strain on the RF connectors and cables, which can
thereby change the S11 at higher frequencies. The repeatability
of the measurements is taken as the maximum difference
between the three repetitions of the measurements in both the
S21 and S12 current directions after subtracting their respective
controls (transmission line is connected and disconnected
between each sweep). The repeatabilities for the 20.2 and 7.3
nm VNA−FMR spectra were ±0.006 and ±0.010 dB,
respectively. A detailed uncertainty analysis can be seen in
the discussion in Figure S10. It should be stressed that these
uncertainty values are from ΔS21 measurements themselves
and not from the empirically derived material coefficients. The
coefficients α and Hint are heavily dependent on the best-fit line
location, and any nonideal phenomena occurring throughout
the VNA−FMR spectra can cause deviations from the ideal
single NP model. Thus, these coefficients should be treated as
estimates, as they were calculated for a portion of the VNA−
FMR spectra that exhibited linearity.
To summarize the findings in this paper, the parameters for

both the 20.2 and 7.3 nm average diameter magnetite NPs can
be read in Table 1.

To eventually apply these results for EO/RF sensors for
average power measurements (keeping in mind that one would
need a large electric field to have a magnetic field component
that can result in the magnetite nanocrystals to thermally heat
up), one can start with Rosensweig’s equation brought up
earlier in this paper. Since RF measurements using thermal
changes are average power measurements, it would be best to
start Rosensweig’s equation with Pavg. Since the imaginary
component is frequency-dependent, a change can be made to
make χ″ into χ″( f). In addition, the magnetic field H0 can be
updated to HAC to signify that the magnetic field contribution
comes from the incident RF field. This modifies the equation
to Pavg = μ0πχ″( f)f HAC

2.32 As a first-order approximation, one
can use the derived first-principles equation of the
gyromagnetic precessional response of a magnetite nanocrystal
using the following equation: ( )xx

M H H
H H

( ) j
( ( ) j )

1
4

s 0 K

0 k
2 2= [ + ]

+
,

Table 1. Table Summarizing Measured LLG Parameter
Results for both the 20.2 nm and 7.3 Average Diameter
Magnetite NPs

parameter 20.2 nm 7.3 nm

α 0.32 0.27
Hint (Oe) 923.5 416
K1 (J/m3) 1/11 K1 1/80 K1

Ms (emu/g) 76.3 8.7
f res at HDC of 18.1 Oe (GHz) 2.77 1.96

ACS Omega http://pubs.acs.org/journal/acsodf Article

https://doi.org/10.1021/acsomega.4c04589
ACS Omega 2024, 9, 41433−41445

41441

https://pubs.acs.org/doi/suppl/10.1021/acsomega.4c04589/suppl_file/ao4c04589_si_001.pdf
https://pubs.acs.org/doi/suppl/10.1021/acsomega.4c04589/suppl_file/ao4c04589_si_001.pdf
https://pubs.acs.org/doi/suppl/10.1021/acsomega.4c04589/suppl_file/ao4c04589_si_001.pdf
https://pubs.acs.org/doi/suppl/10.1021/acsomega.4c04589/suppl_file/ao4c04589_si_001.pdf
https://pubs.acs.org/doi/suppl/10.1021/acsomega.4c04589/suppl_file/ao4c04589_si_001.pdf
https://pubs.acs.org/doi/suppl/10.1021/acsomega.4c04589/suppl_file/ao4c04589_si_001.pdf
http://pubs.acs.org/journal/acsodf?ref=pdf
https://doi.org/10.1021/acsomega.4c04589?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as


where Hk (in A/m) is K
M
2

s
, with K being the magnetic

anisotropic coefficient in J/m3 and Ms being the magnetization
saturation in emu/g. H0 (in A/m) is (HDC + Hint) × 79.577,
where HDC and Hint are in Oe (the 79.577 conversion term
keeps it in terms of A/m). Finally, ω is the angular frequency
of the RF field (2πf). The reader is encouraged to read the
referenced literature for the full derivation.26 For most accurate
results, it is recommended to use a Ubermag, which is a freely
accessible FDTD micromagnetics Python code to all readers.43

One can then take the imaginary contribution of χxx(ω) and
insert it into the modified Rosensweig’s equation to get the
average heating power of the magnetite NPs. By itself, the
average power from Rosensweig’s is in terms of the material in
general, not by the amount of material. Specific absorption rate
(SAR) is a useful parameter to then tie the thermal power in
terms of the amount of material used. In this case, the SAR is

SAR
P

V
avg= in units of (W/kg), where V is the volume of an

individual nanocrystal and ρ is the density of the material. The
density of bulk magnetite is 5.18 g/cm3.44 The spherical
volume of the 20.2 nm average diameter magnetite NP is
4315.7 nm3 and that of the 7.3 nm average diameter magnetite
NP is 203.7 nm3. From here, one can then start to engineer an
RF sensor by determining the mass of NPs of a given average
diameter needed to reach a desired SAR. From here, one can
use a well-known partial differential equation called the heat
transfer equation: Q c k( )T

t
= · where Q would be the

thermal energy in joules, ρ is the density of the material, c is
the heat capacity, T is the temperature, and k is the coefficient
of heat conduction. From here, one can model the thermal
transfer of heat from the magnetite nanocrystal to a
neighboring QD. At this point, it is up to the engineer to
decide whether it would be more effective to use a
thermoelectric material to be an RF transducer or use optical
materials sensitive to thermal changes. We propose and
recommend using optical materials (specifically QDs or
NPLs) since if one would be to use magnetite NPs for free-
field RF sensing, the strength of the electric field would be
large and any electrical materials could potentially be disrupted
by such fields. Instead, using optical materials can provide
electrical isolation and can be integrated within fiber optics.
Additional details regarding how one can integrate nanoma-
terials through a fiber optic cable called PCFs can be read in
the referenced material.45 In terms of how one can integrate
QDs with magnetite NPs, a recommended approach would be
to create nanoclusters where QDs outnumber the number of
magnetite NPs and are separated only by the length of the
ligands (organic surfactants to prevent agglomeration)
between the two different NPs. QDs can have their optical
photoluminescent emission wavelength shift modeled by the

Varshni relation: E T E( ) (0) T
Tg g

2

= + , where α is the

temperature coefficient, β is the parameter related to the
Debeye temperature of the semiconducting material, and Eg(0)
is the energy gap at 0 K.46,47 Another method could be to
measure the PL emission decay time from the QDs which is
also sensitive to thermal changes.48 From here, one can then
perform an optical link budget analysis of their EO/RF sensor.
The core limitations of the SNR would be with the amount of
magnetite and QD material used, the sensitivity of the optical
detector, optical coupling losses, the power of the optical
excitation source for the QDs, and any amplification systems

used. The use of these EO/RF probes can become very
important new diagnostic tools in high-powered microwave
and high-powered microwave applications. For additional
information, please refer to the ref 49.
One additional point needs to be considered: pulsed RF

fields could be measured, but there is a practical limit to which
magnetite NPs would be sensitive to. The full thermal heating
capacity of magnetite NPs under gryomagnetic precessional
heating occurs after a RF field irradiates the magnetite NPs for
at least 1 ns.23 This means that pulses with a FWHM of less
than 1 ns will be difficult to detect with QDs can detect.
However, beyond 1 ns, thermal heat is immediately generated
by the magnetite NPs and that heat will travel to nearby QDs.
Provided that the QDs can be heated long enough to increase
in temperature, measuring the average power of a pulsed
measurement is possible. However, it is important to note that
the average power can only consider changes in the pulse that
occur longer than 1 ns; otherwise, peak powers that appear
essentially as delta impulses may not be measured at all.
Fortunately, there exists an application space where electric
fields in excess of 10 s of kV/m can exist in free-field space and
a fwhm longer than a couple of nanoseconds. This could be
either in the open air or within a gigahertz transverse
electromagnetic (GTEM cell).49−51

5. CONCLUSIONS
We have investigated two different average diameters (20.2
and 7.3 nm) of colloidal Fe3O4 NPs dried as a film on a
microstrip. From VNA−FMR measurements, we can conclude
that the larger diameter NPs have a lower MHz/Oe slope than
the smaller one. Further analysis was carried out to determine
the best way to estimate the material coefficients (α and Hint)
by using the best-fit line technique. We found that previous
papers did not fully explain all the intricacies one must
consider when applying the best-fit line methodology to
calculate the material coefficients. By investigating two
different diameters of magnetite NPs, we established that
care must be taken when using the K1 coefficient for their
micromagnetic simulations. The imaginary susceptibility of the
micromagnetic simulation does not match the ΔS21 spectrum
in the linear region without further adjustment of the K1
coefficient from a mean randomly distributed magnetic
anisotropy directions value of K1

1
2
(assumption of mean

random orientation of the magnetic dipoles�all magnetic
dipoles have random orientations, therefore their magnetic
anisotropy averages out). Of note, the larger 20.2 nm NPs only
needed to be slightly adjusted by K1

1
11

compared to K1
1
2

instead of the smaller diameter 7.3 nm NPs, which required a
large adjustment of K1

1
80
. This finding indicates that the larger

20.2 nm NP demonstrates close to an ideal mean randomly
distributed magnetic anisotropy of magnetite NP material
compared to the smaller 7.3 nm NP.
As an important finding for the further study of magnetite

NPs using the measurement technique of VNA−FMR, we
estimated the necessary amounts of magnetite within the
limitations of this VNA−FMR measurement setup that need to
be applied across a microstrip in order to produce VNA−FMR
spectra. This amount is ≈0.5 μg across a 4.14 μm × 1.7 mm
surface area of microstrip. Without using at least this amount,
we encounter low SNR of ΔS21 measurement and are unable
to reliably calculate material coefficients. We also performed an
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in-depth analysis of the uncertainties with the VNA−FMR
measurements for the applied HDC magnetic field, the VNA
itself, and the RF cable connections. A detailed look into the
source of error when not subtracting out a control microstrip
was presented, and we speculated that using magnetic material
within an RF cable (despite using nonmagnetic materials for
the microstrip PCB) can have a significant influence on VNA−
FMR measurements. In addition, it was important for
researchers to disclose the S11 of their VNA−FMR setup
after loading magnetite NPs due to their influence of the S11
and the uncertainty of their setup.
When applying this work for passive sensing applications, we

observed the resonant response when no HDC field is applied
(at least when making use of their interparticle interactions in
the nonlinear regime) trending upward with particle size for
the measured SPM magnetite NPs. The 20.2 nm NPs are best
used for ≈2.77 GHz RF sensing. This ≈2.77 GHz resonant
loss frequency toward a HDC of 0 Oe is projected to increase in
frequency with larger diameter NPs. In addition, the
magnitude of this resonant loss is projected to increase when
referencing the ΔS21 spectra between 7.3 and 15 nm

20 and the
20.2 nm magnetite NPs. Since magnetite NPs respond to
magnetic fields and not electric fields, they come with an
inherent challenge of being able to measure free-space RF
fields. Since the wave impedance in air is 377 Ω, an electric
field 377 times larger than the magnetic field is required to
enable a response for these NPs. However, this high RF
electric field requirement could be lessened by embedding the
NPs within a dielectric material that changes the wave
impedance (the electric field required could then be less
than 377 times larger than the magnetic field). Practically
speaking, this means that electric fields need to be theoretically
at least 10 s of kV/m to allow these magnetite NPs to sense RF
by using their thermal changes.20,23 Another use case can be
for near-field RF measurements; however, one must take into
consideration the location of the H-field. In the case of
measuring the RF near-field of microstrip lines, magnetite NPs
could be used in measuring the average power RF fields
flowing through these lines if given a sufficient amount of RF
power (on the order of watts).
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