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Abstract 

Drug repositioning is the process of identifying novel therapeutic potentials for existing drugs and discovering 
therapies for untreated diseases. Drug repositioning, therefore, plays an important role in optimizing the pre-clinical 
process of developing novel drugs by saving time and cost compared to the traditional de novo drug discovery pro-
cesses. Since drug repositioning relies on data for existing drugs and diseases the enormous growth of publicly avail-
able large-scale biological, biomedical, and electronic health-related data along with the high-performance comput-
ing capabilities have accelerated the development of computational drug repositioning approaches. Multidisciplinary 
researchers and scientists have carried out numerous attempts, with different degrees of efficiency and success, to 
computationally study the potential of repositioning drugs to identify alternative drug indications. This study reviews 
recent advancements in the field of computational drug repositioning. First, we highlight different drug repositioning 
strategies and provide an overview of frequently used resources. Second, we summarize computational approaches 
that are extensively used in drug repositioning studies. Third, we present different computing and experimental mod-
els to validate computational methods. Fourth, we address prospective opportunities, including a few target areas. 
Finally, we discuss challenges and limitations encountered in computational drug repositioning and conclude with an 
outline of further research directions.
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Introduction
Drug repositioning has attracted considerable attention 
due to the potential for discovering new uses for exist-
ing drugs and for developing new drugs in pharmaceuti-
cal research and industry, due to its efficiency in saving 
time and cost over the traditional de novo drug develop-
ment approaches [1, 2]. Drug repositioning is also known 
as drug repurposing, drug reprofiling, drug redirecting, 
drug retasking, and therapeutic switching.

At the present time, the drug repositioning approach 
has taken on a new urgency due to the worldwide Coro-
navirus disease (COVID-19) epidemic, which originated 
in China. The rapid onset of the epidemic and its poten-
tial for infecting large numbers of people (the reproduc-
tion number R0 is greater than 1 in the absence of social 
distancing and other countermeasures) has led to an 
urgency for developing new drugs for dealing with this 
disease. The status of drug and vaccine development for 
COVID-19 is, therefore, rapidly changing and almost 
every day, there is an update of the state of the develop-
mental effort [3]. Because of the urgency in developing 
new drugs and treatments traditional drug development 
is too slow and the faster repositioning approach has, 

Open Access

Journal of Cheminformatics

*Correspondence:  rsalhajj@gmail.com
2 Department of Computer Engineering, Istanbul Medipol University, 
Istanbul, Turkey
Full list of author information is available at the end of the article

http://orcid.org/0000-0001-6657-9738
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/publicdomain/zero/1.0/
http://creativecommons.org/publicdomain/zero/1.0/
http://crossmark.crossref.org/dialog/?doi=10.1186/s13321-020-00450-7&domain=pdf


Page 2 of 23Jarada et al. J Cheminform           (2020) 12:46 

therefore, attracted great interest due to its potential for 
finding drugs that could be used to combat the effects of 
the virus infection [4–6].

Generally speaking, traditional drug repositioning 
studies focus on uncovering drug effect and mode of 
action (MoA) similarities [7], revealing novel drug indi-
cations by screening the current pharmacopeia against 
new targets [8], investigating prevalent characteristics 
between drug compounds such as chemical structures 
and side effects [9], or discovering the relationships 
between drugs and diseases [10].

The explosive growth of large-scale biomedical and 
electronic health-related data such as microarray gene 
expression signatures, pharmaceutical databases, and 
online health communities that are publicly available 
along with high-performance computing has empowered 
the development of computational drug repositioning 
approaches that generally include data mining, machine 
learning, and network analysis [11]. Investigating the 
relationship between different biomedical entities forms 
a vital part of most recent studies in the drug reposition-
ing field. These biomedical entities include drugs, dis-
eases, genes, and adverse drug reactions (ADRs), etc.

In this survey paper, we detail recent trends related to 
computational drug repositioning from various points of 
view. First, we recap different drug repositioning strate-
gies and the corresponding data sources that are widely 
used. Second, we identify the computational approaches 
that are frequently used in drug repositioning studies. 
Third, we address computing and experimental validation 
models in computational drug repositioning research. 
Finally, we outline prospective opportunities, including 
a few target areas, and conclude with a summary of the 
outstanding complications and issues in drug reposition-
ing. Figure 1 summarizes the workflow of computational 
drug repositioning studies, which, as shown, mainly com-
prise four main steps.

Drug repositioning strategies
There are generally two fundamental drug repositioning 
principles. First, drugs related to a specific disease may 
also work on other diseases due to the interdependence 
between these different diseases. Second, a drug can be 
associated with various targets and pathways since drugs 
are confounding by nature [1]. Hence, drug repositioning 
studies could be classified into two categories based on 

Fig. 1  The workflow of computational drug repositioning studies
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where the findings originate from: (i) drug-based strate-
gies where discovery originates from knowledge related 
to drugs and (ii) disease-based strategies where discovery 
originates from knowledge related to diseases.

Drug‑based strategies
Drug-based strategies depend on data related to drugs 
such as chemical, molecule, biomedical, pharmaceuti-
cal, and genomics information as the foundation for 
predicting therapeutic potentials and novel indications 
for existing drugs. Drug-based strategies are used where 
there is either substantial drug-related data accessible or 
significant motivation for studying how pharmacological 
characteristics can contribute to drug repositioning [10]. 
The vast majority of studies under this category share 
the hypothesis that if two drugs, R1 and R2 have similar 
profile and mode of action, and drug R1 is used to cure 
disease D, then drug R2 can be considered as a strong 
candidate for treating disease D. The two main strategies 
that represent this category are the genome strategy [7, 
12–29], and the chemical structure and molecule infor-
mation strategy [9, 30–39].

Genome strategy
A genome is a term that is used to describe all genes con-
cerning a specific organism. In other words, biological 
data stored in a genome is represented by its DNA and 
is divided into separate units called genes [40]. The intro-
duction of the human genome sequencing project [41] 
marked a turning point in the acquisition of knowledge 
at a molecular level about how living organisms func-
tion and revolutionized drug repositioning studies. More 
specifically, by finding the genes or proteins that per-
form a significant role in drugs and diseases’ molecular 
actions, the human genome sequencing project initiative 
has allowed a better understanding of drugs and diseases’ 
mode of actions. These genes and proteins have become 
enticing targets for governments and the pharmaceutical 
industry, which led to having this field of science as one 
of the most intensely studied research areas at research 
labs around the world.

The enormous volumes of publicly available genomic 
and transcriptomic data generated for disease samples, 
as well as clinical databases, provide a unique opportu-
nity for understanding the disease and drug mechanisms 
of actions and discovering new uses for existing drugs. 
However, due to the tremendous complexity of biologi-
cal systems, the comprehensive understanding of such 
systems is still incomplete. As a result, the research into 
a molecular explanation of biological systems is still pur-
sued extensively.

It is noteworthy that the microarray gene expres-
sion profile is the most widely used transcriptomic 

profile among the genetic profile methods that have 
been explored for drug repositioning. Unlike most tra-
ditional molecular biology tools that allow the studying 
of a single gene or a small set of genes, microarray gene 
expression profiling captures the dynamic properties of a 
cell and measures all the transcriptional activity of thou-
sands of genes at the same time, leading to a revolution 
in the molecular biology research field. The application 
of microarray gene expression profiling has, therefore, 
received considerable attention for its vital role in under-
standing how genes act at the same time and under the 
same conditions.

Computational drug repositioning studies using gene 
regulatory data presume that drugs target the same pro-
teins with comparable gene expression profiles. This 
understanding has led to the discovery of a tremendous 
number of novel and unexpected functional gene inter-
actions, the detection of novel disease subtypes, and the 
identification of underlying mechanisms of disease or 
drug responses [42–45].

The Connectivity Map (CMap) project and its extended 
Library of Integrated Network-Based Cellular Signa-
tures (LINCS) are considered to be a key concept behind 
various well-recognized drug repurposing studies. The 
Connectivity Map can be defined as a combination of 
genome-wide transcriptional expression data that helps 
in revealing functional connections between drugs, 
genes, and diseases [12]. The extended project of the 
CMap produced large-scale gene expression profiles from 
human cancer cells that were targeted by various drug 
compounds in different environments [24, 28]. Lamb 
et al. [12] used microarray gene expression data to build 
a connectivity map that is used to discover relationships 
between the list of genes related to a specific disease or 
drug, called a query signature, and a set of gene expres-
sion profiles called the reference database. Expression 
profiles that are highly positively correlated to the query 
signature are considered to have a very similar mode-of-
action to the query signature. Expression profiles that are 
highly negatively correlated to the query signature are 
considered for further treatment investigation.

Iorio et al. [7] developed an automatic approach that 
takes advantage of the similarity in gene expression 
profiles in order to discover drugs that have a shared 
effect and mode of action. Initially, the authors built a 
drug network where nodes represent drugs, and edges 
indicate similarities between a pair of drugs. Then, they 
used graph techniques for detecting drug communi-
ties. Drugs in each of these communities have a simi-
lar mode of action. Hu and Agarwal [13] conducted 
an extensive analysis of human drug perturbation and 
disease gene expression based on a negative correlation 
to construct a disease-drug network for predicting new 
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applications for already approved drugs. Sirota et  al. 
[14] performed a comprehensive systematic analysis of 
gene expression profiles for different diseases and drugs 
that led to discover new drug repositioning candidates.

CMap has gained considerable attention in drug 
repositioning since its introduction. It has shown 
promises in uncovering paths for drug repositioning 
for a variant group of diseases by identifying and sug-
gesting new indications for existing drugs. Numerous 
researches have been conducted by integrating CMap 
data sources with other functional genomics databases 
such as the National Center for Biotechnology Informa-
tion (NCBI) Gene Expression Omnibus (GEO) [46] to 
discover associations among genes, drugs, and diseases.

Jiang et al. [16] used CMap data sources to determine 
relationships between small molecules and miRNAs in 
human cancers in order to come up with therapeutic 
potentials and new indications for existing drugs. Jah-
chan et al. [21] used gene expression profiles to identify 
drug molecules for the treatment of small-cell lung can-
cer, which has not had effective treatments. Huang et al. 
[27] introduced a new connectivity map called (DMAP) 
that overcome the CMap data limitation by proposing 
a drug-protein connectivity map. DMAP consists of 
directed drug-to-protein effects and their scores. All 
previously-observed relationships between the asso-
ciated drug and protein in various data sources were 
used to calculate effect scores from all database entries 
between the drug and protein as well as the confidence 
level of the quality of these calculated effect scores.

The massive amounts of publicly available gene 
expression profiles datasets have encouraged research-
ers to consider the guilt by association [47] concept to 
investigate drug–drug and drug–disease associations 
for identifying therapeutic indications for existing 
drugs. Iorio et al. [20] adopted the guilt by association 
concept to compare different drugs in order to iden-
tify any transcriptional responses similarity assuming 
that these drugs would share a similar mode-of-action 
(MoA).

Recently, microRNAs (miRNAs) have received con-
siderable attention in biological and biomedical studies 
for their roles in regulating different types of cell activi-
ties [25, 26]. Hence, miRNAs have become key players in 
identifying drug repositioning therapeutic targets since 
miRNAs are vital for homeostasis of cells and active in 
many disease stages [48].

Jiang et  al. [16] also used miRNAs along with small 
molecules, as potential drugs, to build networks for dif-
ferent types of cancer in order to identify small mole-
cule-miRNA associations for drug repositioning based 
on miRNA regulations and transcriptional responses. 

There have been several attempts to build public repos-
itories aiming to elevate the development of small mol-
ecule-based miRNA therapeutics.

Liu et  al. [15] manually curated scientific litera-
ture looking for how small molecules affected miRNA 
expressions and developed a database (SM2miR) in 
order to capture existing small molecule-miRNA asso-
ciations aiming. Li et al. [22] manually retrieved experi-
mentally supported miRNA-disease associations from 
scientific articles and built the Human MicroRNA Dis-
ease Database (HMDD v2.0) to facilitate data explo-
ration. Huang et  al. [29] introduced (HMDD v3.0) by 
adding a significant number of miRNA-disease associa-
tions to (HMDD v2.0) and improving the accuracy of 
these associations based on literature-based evidence. 
Rukov et  al. [19] established a database (Pharmaco-
miR) to identify miRNA-gene-drug triplet set asso-
ciations by combining data on miRNA targeting and 
protein-drug interactions.

Meanwhile, as most of the genome-based studies 
have focused on using gene expression profiles as a val-
uable source for discovering therapeutic indications for 
existing drugs, some studies have focused on other dif-
ferent types of genomic profiles such as genome-wide 
association studies (GWAS). GWAS follows the pheno-
type-to-genotype concept, where it starts with a spe-
cific genotype and checks for associations with genetic 
variants across the genome [49].

Sanseau et  al. [17] filtered published GWASs cata-
log of disease-associated genes to come up with a list 
of GWAS-associated genes that were then evaluated 
against targets of drugs under clinical and preclinical 
investigation for potential novel indications and drug 
repositioning opportunities. Okada et  al. [23] devel-
oped a new in silico approach by conducting a multi-
stage GWAS analysis of targeted disease patients to 
uncover a set of unknown risk loci related to the tar-
geted disease and further identify a set of biological 
candidate genes that are targeted by already approved 
drugs. Also, a collection of existing drugs approved for 
other indications was identified and linked to the stud-
ied disease for potential drug repositioning chances.

Garnett et  al. [18] conducted a large-scale mul-
tivariate analysis of genetic of cancer cell lines and 
drugs in pharmaceutical pipeline projects to unveil 
new biomarkers of sensitivity and resistance to can-
cer therapeutics. To a certain degree, mutated genes 
demonstrate the molecular activity of drugs and can 
be considered as drug biomarkers during the drug 
repositioning process. A few mutated cancer cell line 
genes were found to be associated with drug sensitiv-
ity, which may serve as potential biomarkers for drug 
repositioning.



Page 5 of 23Jarada et al. J Cheminform           (2020) 12:46 	

Chemical structure and molecule information strategy
As the genome drug-based strategy assumes drugs share 
common indications because of having similar profiles, 
chemical structure and molecule information of drugs 
are also considered to be worthwhile sources of pointing 
towards any transcriptional responses similarity between 
drugs for repositioning opportunities as these drugs usu-
ally affect genes, proteins, and other biological entities in 
similar forms [33, 34, 36]. Chemical structure similarity 
can be measured in various ways, such as two-dimen-
sional (2-D) topological fingerprints and three-dimen-
sional (3-D) conformational fingerprints [50].

Keiser et al. [9] proposed a systematic chemical struc-
ture similarity approach to screen compounds of exist-
ing and in-process drugs against hundreds of ligands 
that bind protein targets. Chemical structure similarity 
between drug compounds and ligand targets revealed 
thousands of unforeseen associations, some of which 
were tested and confirmed experimentally. The proposed 
approach can explain some of the side effects of existing 
drugs, and may also contribute to the identification of 
new repositioning applications for existing drugs.

Swamidass [33] suggested using chemical structures to 
determine which drug targets would modulate disease-
relevant phenotype. Such a tactic would give indications 
of how other drugs, with similar chemical structures, 
modulate disease-relevant phenotype and hence treat the 
disease.

Most frequently, chemical structure similarity is incor-
porated with molecular activity and other biological 
information to identify new associations and potential 
off-target effects for approved and investigational drugs. 
Yamanishi et  al. [30] developed a supervised learning 
model for a bipartite graph to identify possible drug-
target interactions. The authors integrated drug chemi-
cal structure information, protein-protein interaction 
network, and drug-target interaction network to pre-
dict therapeutic potentials and unveil drug reposition-
ing applications. Kinnings et al. [31] used drug chemical 
interactions under different environment variables to 
build a drug similarity network where drugs are defined 
as nodes, and an edge is drawn between two drugs when 
they have a high similarity score. Then, the authors ana-
lyzed the drug network to detect different drug com-
munities and investigated drugs within each community 
for potential drug repositioning. Bleakley et al. [32] pro-
posed a statistical method to predict drug-target interac-
tions using chemical structure information and genomic 
sequence information. The authors built a supervised 
learning bipartite graph model based on independent 
local supervised learning problems to predict target pro-
teins of a given drug and then to predict drugs targeting a 
given protein.

Li and Lu [35] combined drug chemical structure 
information with drug targets and interactions infor-
mation to develop a novel bipartite graph model to cal-
culate drug pairwise similarity. The results significantly 
enriched both the biomedical literature and clinical tri-
als when compared to a control group of drug uses. The 
developed approach outperformed other approaches 
that only use drug target profiles and captured the 
implicit information between drug targets. Wang et al. 
[37] integrated drug chemical structure date along with 
molecular activity and drug side effect data to check for 
drug similarity and predict drug-diseases interactions.

Tan et  al. [38] came up with a new form of “expres-
sion profile” based on 3-D drug chemical structure 
information, gene semantic similarity information, and 
drug-target interaction networks. The authors gave 
consensus response scores (CRS) between each drug 
and protein and used the absolute value of correlation 
coefficient between every two drugs as their degree 
similarity to build a drug similarity network (DNS), 
which led to identifying new drug indications. The pro-
posed approach took into consideration the 3-D drug 
chemical structure information to overcome the insta-
bility of gene expression profiles acquired from differ-
ent experiments due to experimental conditions such 
as environment and patient age.

While most of the available drug repositioning 
approaches that use chemical structure strategy focus 
on predicting direct or indirect drug interactions on 
a small scale, Zheng et al. [39] conducted a large scale 
study on drug-target relationships and introduced a 
new algorithm called Weighted Ensemble Similarity 
(WES). The authors identified the key ligand structural 
features of a protein as a set named ensemble. Rather 
than comparing two compounds to determine their 
similarity, each compound was compared to ensem-
bles in order to calculate the overall ensemble similar-
ity instead of using a single ligand similarity because 
ensembles usually represent smaller chemical structure 
features. The whole ensemble similarity scores were 
normalized and used to predict direct interactions of 
drugs and targets.

A further molecular repurposing strategy is provided 
by the geometry of a drug molecule as expressed by the 
proteomic signature. That is, repurposing candidates are 
identified by their proteomic signature similarities. This 
approach is exploited by Mangione and Samudrala in 
the paper [51] which describes a simulation system for 
drug molecule docking interactions applied to the repur-
posing of drugs. The shapes of molecules are in general 
determined using X-ray diffraction techniques and recent 
advances in the type of molecular docking required for 
the repurposing are discussed by Yan et al. [52] where the 
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general limitations of the approacher for molecular shape 
determinations are also outlined.

Disease‑based strategies
Disease-based strategies depend on data related to dis-
eases such as phenotypic traits information, side effects, 
and indications information as the foundation to predict 
therapeutic potentials and novel indications for existing 
drugs. Disease-based strategies are used when there is 
either insufficient drug-related data available or when the 
motivation in studying how pharmacological characteris-
tics can contribute to drug repositioning effort concen-
trated on a particular disease  [1]. The studies under this 
category share the hypothesis that if two diseases, D1 and 
D2 have a similar profile and indications, and drug R is 
used to cure disease D1 , then drug R can be considered 
as a strong candidate for curing disease D2 . The primary 
strategy that represents this category is the phenome 
strategy [10, 53–60].

Phenome strategy
The phenome is described as the overall set of phe-
notypic traits information, and it has arisen as a new 
strategy to connect drugs with clinical effects for drug 
repositioning due to the argument that it represents the 
unwitting effects of a drug and defines the physiologi-
cal consequences of its biological activities. Moreover, 
the phenotypic expression of a drug’s side effect may be 
closely related to the phenotypic expression of a disease, 
which suggests that both the drug and the disease may 
share similar underlying pathways  [10].

Clinical side effects and unexpected activities derived 
from off-targets have been shown to have the ability of 
profiling human phenotypic traits related to drugs and 
may ultimately help unveil potential therapeutic uses 
for these drugs. Campillos et  al.  [53] proposed a side-
effect similarity measure based on the strong correlation 
between targeted portion binding profiles and side-effect 
similarity and experimentally verified that side-effect 
similarity indicates novel therapeutic uses for existing 
drugs. Yang and Agarwal  [54] demonstrated that clini-
cal side effects could be used to build a phenotypic profile 
of drugs and identify potential new disease indications. 
A side effects-drugs relationship dataset was integrated 
with a drug-disease relationship dataset to derive side 
effects-disease relationships. Then, side effects were used 
as features for building a prediction model for disease 
indications.

Ye et al.  [57] constructed a drug–drug similarity net-
work based on clinical side effects assuming that drugs 
with similar side effects may share similar therapeutic 
indications. Novel drug indications were identified in 
addition to already known indications. Bisgin et al.  [58] 

used side effect information to build a model for predict-
ing new therapeutic indications for existing drugs. It is 
worth mentioning that a profound background in molec-
ular mechanisms is required for using phenotypic traits 
information in predicting new drug indications. While 
most of the phenotypic based research is leveraging data 
from clinical studies and drug labels, Nugent et al.  [59] 
used side-effect data mined from social media to identify 
novel therapeutic indications in addition to previously 
identified indications.

Eventually, phenotypic traits information can be inte-
grated with other data sources such as genome for 
therapeutic potentials and novel drug indications. Hoe-
hndorf et al.  [55] used phenotypic similarity to identify 
genotype-disease associations which were later com-
bined with genotype-disease association data to predict 
novel drug-disease associations. Such a model can be 
considered as an introduction to an integrated system 
to identify drug-disease associations for diseases with an 
unknown molecular basis. Gottlieb et al.  [56] developed 
a model using various drug–drug similarity measures, 
including phenome-based similarity, to predict novel 
drug–drug interactions and severity level associated 
with each of these interactions. Sridhar et al.  [60] inte-
grated different drug–drug similarity measures, includ-
ing phenotypic similarity with already known drug–drug 
interactions to unveil drug–drug interactions, including 
several novel interactions.

Data resources
The advanced technologies nowadays have produced 
a massive amount of data (e.g., gene expression, drug-
disease associations, drug chemical structure profiles, 
drug targeted proteins, phenotypic traits), which has 
supported the enormous effort that has been devoted 
towards developing fascinating drug repositioning strat-
egies. A list of the widely used data resources and their 
drug repositioning strategies classification is summarized 
in Table 1.

Computational drug repositioning approaches
A significant challenge in drug repositioning is to dis-
tinguish between the molecular targets of a drug and 
the hundreds to thousands of additional gene products 
that respond indirectly to changes in the activity of the 
targets. Unfortunately, classical statistical approaches 
are ineffective for detecting the molecular targets of a 
drug among the vast amount of genes. Moreover, con-
ventional statistical methods use small datasets and bio-
logical networks that are coming from experiments on 
different platforms and environments, which might lead 
to inconsistent findings reported by some studies. Also, 
when the data used to conduct such studies is limited, or 
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Table 1  Data resources widely used in drug repositioning research

Drug repositioning strategy Data resource Description (as of January 2020)

Genome Array​Expre​ss Ê61] A repository of high-throughput functional genomics 
experiments data

Cance​r Cell Line Encyc​loped​ia (CCLE) [62] A combination of gene expression, chromosomal copy 
number, and massively parallel sequencing data from 
human cancer cell lines

Datab​ase for Annot​ation​, Visua​lizat​ion and Integ​rated​ 
Disco​very (DAVID​) [63]

A comprehensive set of functional annotation tools

Drug versu​s Disea​se (DvD) [64] A platform for comparing drug and disease gene expres-
sion profiles retrieved from publicly available microarray 
data resources

Expre​ssion​ Atlas​ [65] A tool to explore gene expression data across species and 
different biological conditions

Gene Expre​ssion​ Omnib​us (GEO) [66] A repository of gene expression profiles

Gene Set Enric​hment​ Analy​sis (GSEA)[67] A tool for interpreting gene expression data

Gene Signa​ture Datab​ase (GeneS​igDB) [68] A repository of gene signatures data reported in the 
literature

Gene Ontol​ogy (GO) [69] A repository of functional genomics

Inter​natio​nal Cance​r Genom​e Conso​rtium​[70] A repository of genomic data for many cancer types

Kyoto​ Encyc​loped​ia of Genes​ and Genom​es (KEGG) [71] A repository of genome sequencing and high-throughput 
functional genomics experiments molecular datasets

Libra​ry of Integ​rated​ Netwo​rk-based​ Cellu​lar Signa​tures​ 
(LINCS​)[72]

A catalog of gene expression data and how human cells 
respond to different genetic and environmental condi-
tions

Molec​ular Signa​ture Datab​ase (MsigD​B) [73] A repository of annotated gene sets and expression profiles

The Cance​r Genom​e Atlas​ (TCGA)[74] A repository of genomic data for more than 30 cancer 
types

The Conne​ctivi​ty Map (CMap) [75] A collection of genome-wide transcriptional expression 
data

The Unive​rsal Prote​in Resou​rce (UniPr​ot) [76] A repository of protein sequence and functional informa-
tion

Phenome Clini​calTr​ials.gov[77] A repository of publicly and privately funded clinical stud-
ies from around the world

Side Effec​t Resou​rce (SIDER​)[78] A repository of adverse drug reactions related to drugs. 
Information includes drug side effects and side effects 
classifications

Chemical structure ChEMB​L [79] A repository of drug structural information, such as 3D 
structures, and abstracted biological activities, extracted 
from the scientific literature

Chemi​caliz​e[80] A repository of chemical structure information

ChemS​pider​[81] A repository of chemical structure information

DrugB​ank [82] A repository of drug-related information, such as chemical 
structure for drugs

Drug Centr​al [83] A repository of drug-related information such as chemical 
structure and biological activities

PubCh​em[84] A repository of chemical substances and their biological 
activities

Prote​in Data Bank (PDB)[85] A repository of 3D shape of proteins and nucleic acids 
information

SWEET​LEAD [36] A repository of 2D and 3D drug chemical structure informa-
tion, including approved and illegal drugs

The NCGC Pharm​aceut​ical Colle​ction​ (NPC)[86] A collection of chemical structure information related to 
approved and investigational drugs

Therapeutic Target Database (TTD)[87] A repository of drug-related information such as 3D struc-
ture, therapeutic class, and clinical development status

http://www.ebi.ac.uk/arrayexpress
http://www.broadinstitute.org/ccle
http://david.abcc.ncifcrf.gov
http://david.abcc.ncifcrf.gov
https://omictools.com/dvd-tool
http://www.ebi.ac.uk/gxa
http://www.ncbi.nlm.nih.gov/geo
http://software.broadinstitute.org/gsea
https://amp.pharm.mssm.edu/Harmonizome/resource/GeneSigDB
http://geneontology.org/
https://icgc.org
https://www.genome.jp/kegg
http://www.lincsproject.org
http://www.lincsproject.org
http://software.broadinstitute.org/gsea/msigdb
http://cancergenome.nih.gov
http://www.broadinstitute.org/cmap
https://www.uniprot.org
http://www.clinicaltrials.gov
http://sideeffects.embl.de
https://www.ebi.ac.uk/chembl
https://chemicalize.com
http://www.chemspider.com
http://www.drugbank.ca/
http://drugcentral.org
https://pubchem.ncbi.nlm.nih.gov/
http://www.rcsb.org/pdb/home/home.do
https://simtk.org/projects/sweetlead
http://tripod.nih.gov/npc
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the biological network is small, the proposed approaches 
might recover only partial knowledge of a living system. 
As a result, some approaches that claim inferences and 
discoveries may not be replicated.

The amount of publicly available large-scale biomedical 
and pharmaceutical data is growing exponentially, and 
computational drug repositioning approaches using data 
mining, machine learning, and network analysis become 
ever more critical when it comes to systematic drug repo-
sitioning due to the ability to overcome classical statisti-
cal approaches limitations and unreliable conclusions.

The drug repositioning field can benefit from new com-
putational methods in detecting relationships among dif-
ferent types of biological entities such as genes, portions, 
diseases, and drugs and identify therapeutic potentials 
and novel indications for existing drugs. Such findings 
would help to treat cancer and other incurable illnesses, 
which eventually require the necessary and sufficient 
data to undertake the intended research. Table 2 presents 
an overview of computational drug repositioning studies, 
the adopted strategies, computational approaches, main 
techniques, data sources, key findings, and evaluation 
metrics.

Data mining
The tremendous amount of genes, drugs, and diseases 
related information stored in databases in addition to 
the vibrant literature grown by the rapid increase in the 
number of the biological, biomedical, and pharmaceuti-
cal studies have led to the need for data mining where 
researchers can discover a tremendous amount of infor-
mation hidden in the literature [92, 93]. The majority of 
studies adopting the data mining approach use text min-
ing techniques.

Text mining
Text mining as applied to the drug repositioning problem 
is typically used to find data related to a particular gene, 
disease, or drug specified and then classify the relevant 

entities or knowledge from the retrieved data based on 
the co-occurrence between the relevant entities or by 
using natural language processing. For instance, if drug 
R is connected with gene G, and gene G is related to dis-
ease D, then drug R may have a new connection with dis-
ease D. Generally, text mining includes four steps which 
are: (1) Information retrieval (IR), (2) Entity recognition 
(NER), (3) Information extraction (IE), and (4) Knowl-
edge discovery (KD) [94].

Cheng et  al. [95] developed a web-based text mining 
system for extracting relationships between different bio-
logical terms such as diseases, tissues, genes, proteins, 
and drugs by using a variety of text mining and informa-
tion retrieval techniques over a massive set of existing 
biological databases in order to identify, highlight and 
rank informative abstracts, paragraphs or sentences. Li 
and Lu [96] introduced a model to identify clinical phar-
macogenomics (PGx) gene-drug-disease relationships 
from clinical trial data. The authors determined text 
of interest in clinical trial records retrieved from Clini-
calTrials.gov [77] and used a dictionary to identify PGx 
concepts. Then, they considered the co-occurrence of 
PGx concepts in each clinical trial to define gene-drug-
disease relationships. Finally, they indexed each clinical 
trial using its identified gene-drug-disease relationships. 
Therefore, given a PGx gene, the introduced model can 
identify related diseases and drugs within the corre-
sponding clinical trials. Likewise, given a pair of PGx 
gene-drug or gene-disease, the introduced model can 
return clinical trials in which the PGx pair is or has been 
studied.

Leaman et  al. [97] built a tool for recognizing disease 
entities mentioned in literature. The authors used dis-
ease corpus from the National Center for Biotechnology 
Information (NCBI)[46] and the MEDIC vocabulary [98] 
to single out diseases mentioned in PubMed abstracts 
and subsequently handle abbreviations. Afterward, they 
used pairwise learning to rank, which has proven to 
be successful in information retrieval, for normalizing 

Table 1  (continued)

Drug repositioning strategy Data resource Description (as of January 2020)

Phenome/genome repoD​B[88] A repository of approved and failed drug-disease associa-
tions

Onlin​e Mende​lian Inher​itanc​e in Man (OMIM)[89] A repository of human genes and genetic phenotype 
information

The Pharm​acoge​netic​s and Pharm​acoge​nomic​s Knowl​
edge Base (Pharm​GKB) [90]

A repository of drug-related information such as drug 
labels, drug-gene associations, and genotype-phenotype 
relationships

Phenome/chemical structure Drugs​@FDA Datab​ase[91] A repository of FDA approved drugs and related informa-
tion

http://apps.chiragjpgroup.org/repoDB/
http://www.omim.org
http://www.pharmgkb.org
http://www.pharmgkb.org
http://www.fda.gov/drugsatfda
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mentioned text and identifying MEDIC concepts for the 
disease entities mentioned in PubMed abstracts.

Text mining has also been widely used successfully for 
discovering relationships between genes, diseases, and 
drug [99], investigating gene-gene interactions [100], and 
building a heterogeneous network of genes, diseases, and 
drugs [27]. Li et al. [101] proposed a new approach that 
integrates literature text-mining data with protein inter-
action networks to build a drug-protein connectivity map 
for a specific disease. The authors used Alzheimer’s dis-
ease (AD) as a case study and showed that their approach 
outperformed curated drug-target databases and conven-
tional information retrieval systems and also suggested 
two existing drugs as candidate drugs for AD treatment.

Unlike common text mining approaches where bio-
logical networks are built based on the co-occurrence 
of biological entities, Tari et al. [102] introduced a novel 
approach that considered interaction types, interaction 
type directions, and drug mechanism representation. The 
authors used text mining to obtain data from publicly 
available sources that then used to produce a set of logi-
cal facts. Then, the set of logical facts was used along with 
logical rules that represent drug mechanism properties 
to build an automated reasoning model for identifying 
therapeutic potentials and novel indications for existing 
drugs. Rastegar-Mojarad et al. [103] used text mined data 
in order to identify drug-gene and gene-disease semantic 
predictions, which then were utilized to compile a list of 
potential drug-disease pairs. Finally, the authors ranked 
the drug-disease pairs using the predicates between 
drug-gene and gene-disease pairs, evaluated their model 
against two different datasets, and concluded that the 
combination of drug-gene and gene-disease predicates 
could eventually be used to highlight the drugs in the 
top-ranked drug-disease pairs as drug repositioning 
candidates.

Brown et  al. [104] proposed a web-based text min-
ing system for drug repositioning. The authors used 
the number of shared indications across drug–drug 
pairs to disclose similarity among these drug–drug 
pairs and then clustered drugs based on their similarity, 
which revealed both known and novel drug indications. 
Papanikolaou et  al. [105] applied text mining on the 
DrugBank database’s text attributes to identify drug–
drug associations. The authors used Name Entity Rec-
ognition (NER) to identify biological entities (proteins, 
genes, diseases, etc.) in the DrugBank’s description, 
indication, pharmacodynamics, and mode-of-action 
text fields. Then, they used an algorithm to eliminate 
any insignificant terms and created a binary vector 
representing each DrugBank record. Finally, they clus-
tered DrugBank records using several clustering algo-
rithms and similarity measures. Such an approach can 

facilitate the retrieval of novel drug–drug associations, 
which may significantly contribute to new drug reposi-
tioning applications.

Recently, Zeng et al. [106] introduced a deep-learning 
approach where they retrieved data from various pub-
licly available sources to build ten heterogeneous net-
works to identify potential drug-disease associations. 
The proposed approach outperformed conventional 
approaches in discovering novel drug-disease associa-
tions when its findings were examined using cross-vali-
dation, external validation, and case studies. Moreover, 
the approach suggested several potential drug reposi-
tioning candidates for Alzheimer’s and Parkinson’s dis-
seases. Han et al. [99] leveraged text mining of OMIM 
phenotypes to construct a phenotype network and 
used Graph Convolutional neural Network (GCNN) to 
identify disease-gene interactions by focusing on non-
linear disease-gene correlations. The authors found out 
that their approach surpassed all other state-of-the-art 
methods on the majority of metrics.

Semantic technologies
Semantic technologies have allowed to easily com-
bine data from different sources to predict therapeu-
tic potentials and novel indications for existing drugs. 
For example, Chen et  al. [107] proposed a statistical 
model based on the network’s topology and seman-
tics of the sub-network between a drug and a target 
to predict drug-target associations in a linked hetero-
geneous network composed, semantically, of anno-
tated data obtained from various publicly available 
sources, including protein-protein, drug–drug, and 
drug-side effects, etc. The model successfully differ-
entiated between already known direct drug-target 
associations and random drug-target associations with 
high accuracy and identified indirect drug-target asso-
ciations. Moreover, a drug similarity network signalled 
that drugs with very different indications from different 
disease areas are clustered with each other, which may 
suggest therapeutic potentials and new indications for 
these drugs.

Zhu et al. [108] used clinical pharmacogenomics (PGx) 
data, including relations among drugs, diseases, genes, 
pathways, and single nucleotide polymorphisms (SNPs), 
and Semantic Web to generate pharmacogenomics Web 
Ontology Language (WOL) profiles and identify pharma-
cogenomics associations for FDA approved breast cancer 
drugs. The authors evaluated their approach using sev-
eral case studies and indicated that leveraging semantic 
web technology while studying pharmacogenomics data 
could lead to higher standard findings of novel drug-dis-
ease associations and drug indications.
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Machine learning
Computational drug repositioning has evolved over the 
past two decades from naïve drug similarity attempts, 
which often used a single source of biological or bio-
medical data, into an innovative application domain for 
machine learning approaches. Similar to machine learn-
ing models in other domains, computational drug repo-
sitioning models require an extensive amount of data 
to train these models and come up with robust deci-
sion rules, aiming to reveal the underlying associations 
between biological and biomedical entities. The tremen-
dous growth in the volume of publicly available biologi-
cal and biomedical data and the valuable advancement 
resulting from machine learning models in other disci-
plines has assisted the considerable effort in the creation, 
study, and use of machine learning methods for discov-
ering novel drug-disease associations and drug reposi-
tioning applications. Such methods used Naïve Bayesian, 
k-nearest neighbors (kNN) [109], random forest [110], 
support vector machines (SVM) [111], and more recently 
deep neural networks [112] for binary classification, mul-
ticlass classification, and values prediction.

Classification
Gottlieb et  al. [113] leveraged various data sources to 
predict drug-disease associations. The authors used 
drug–drug (e.g., chemical structure, side effects, etc.) 
and disease–disease (e.g., gene expressions, phenotype, 
etc.) similarity measures as classification features. Then, 
they applied a logistic regression classifier to distinguish 
between true and false drug-disease associations and 
eventually predict novel drug-disease associations.

Menden et al. [114] developed machine learning mod-
els to predict the reactions of cancer to drug treatment 
using the combination of cell lines genomics and drug 
chemical structures. The authors integrated both data 
sources to build a feed-forward perceptron neural net-
work model and a random forest regression model and 
then validated their findings by cross-validation and an 
independent blind test. They claimed that the utilization 
of such models could go further than virtual drug screen-
ing since it systematically tested drug efficiency and thus 
identified potential drug repositioning applications and 
ultimately could be useful for personalized medicine by 
linking the cell lines genomics to drug intolerance.

Collaborative filtering
It is noteworthy that several studies based on machine 
learning have applied collaborative filtering, which 
depends on historical trends such as gene expression 
in different samples, to predict novel drug indications 
and drug-disease associations. Napolitano et  al. [115] 
used several drug-related similarity datasets as feathers 

to predict the therapeutic class of FDA-approved com-
pounds and intentionally considered any mismatches 
between known and predicted drug classifications as 
potential alternative therapeutic indications. The authors 
combined three drug–drug similarity datasets, based 
on gene expression signatures, chemical structures, and 
molecular targets, into one drug similarity matrix, which 
was used as a kernel to train a multi-class Support Vec-
tor Machine (SVM) classifier. Afterward, they utilized 
collaborative filtering techniques to predict novel drug-
disease indications.

Zhang et  al. [116] introduced a unified computa-
tional framework for integrating numerous biological 
and biomedical sources in order to infer novel drug–
drug similarities as well as disease–disease similarities. 
The authors incorporated drug similarities (e.g., target 
proteins, side effects, and chemical structure), disease 
similarities (e.g., gene-disease associations and disease 
phenotype), and known drug-disease associations data-
sets to build a drug-disease network. The drug-disease 
network was treated as an optimization problem, which 
was solved using block coordinate descent (BCD) strat-
egy. The results demonstrated that such a framework 
could be useful in finding novel drug-disease associations 
and identifying new drug repositioning opportunities.

Yang et al. [117] presented a causal inference-probabil-
istic matrix factorization (CI-PMF) approach to identify 
and classify drug-disease associations. The authors used 
several biological and biomedical sources (e.g., drug tar-
gets, pathways, pathway-related genes, and disease-gene 
associations) to build a causal network that linking drug, 
target, pathway, gene, disease entities together in order to 
rank drug-disease associations. Furthermore, they lever-
aged known drug-disease associations to form a proba-
bilistic matrix factorization (PMF) model, which was 
used to construct a PMF model to classify constructed 
drug-disease associations into different classes. Finally, 
they exploited drug-disease association ranking scores 
and predicted classes to identify novel drug-disease 
association.

Lim et al. [118] conducted a large-scale study to infer 
off-target drug interactions and identify novel drug repo-
sitioning candidates. The authors used drug chemical 
structures and protein targets data to build a dual regu-
larized one-class collaborative filtering model that sur-
passed the previously introduced state-of-the-art models. 
Ozsoy et  al. [119] treated the drug repositioning pro-
cess as a recommendation process and utilized Pareto 
dominance and collaborative filtering to identify drug-
disease associations. The authors integrated multisource 
drugs data (protein targets, chemical structures, and side 
effects) and applied a variety of similarity measures to 
calculate drug–drug similarities and then used a Pareto 
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dominance model to identify neighbor drugs. Finally, 
they used diseases that are shared among neighbor drugs 
to infer potentials and novel indications for existing 
drugs.

Deep learning
With the significant growth in publicly available datasets 
and rapid increase in computational power, deep learn-
ing (DL), or neural network (NN), has gained consider-
able attention. As an inspiring machine learning division, 
deep learning has given a significant boost and emerged 
as the leading technique for drug discovery and develop-
ment in the most recent published studies [112, 120].

Deep learning, a notion closely linked to artificial neu-
ral networks (ANNs), can be defined as the learning from 
nonlinear processing of interconnected neurons layers. It 
has attracted researchers for its architecture’s flexibility, 
which enables the development of single task or multi-
task machine learning models for identifying potential 
therapeutic applications and predicting drug-disease 
interactions. Although deep learning has been utilized 
to develop up-and-coming models in the drug reposi-
tioning field, it is worth emphasizing that the full-power 
employment of deep learning still has some limitations. 
For instance, deep neural network models need to be 
adjusted to fit the data used in training these models, 
which takes substantial time and effort. Additionally, the 
selection of which machine learning technique or simi-
larity measure to use with each dataset in the deep neu-
ral network layers is not straightforward and somehow 
depending on the used datasets. Neural networks can be 
mainly classified, based on network’s architecture, into 
(1) fully-connected deep neural network (DNN), (2) con-
volutional neural network (CNN), (3) recurrent neural 
network (RNN), (4) autoencoder (AE) [112].

Aliper et  al. [121] employed a fully-connected deep 
neural network to predict the pharmacological proper-
ties of drugs and identifying therapeutic potentials and 
novel drug indications. The authors used gene expression 
signatures data and pathways data to build deep neural 
networks models which outperformed support vector 
machine model and achieved high classification accuracy 
in predicting drug indications and, hence such deep neu-
ral networks could be useful for drug repurposing. Fur-
thermore, they proposed using deep neural net confusion 
matrices for drug repositioning.

Altae-Tran et  al. [122] integrated a standard one-shot 
learning paradigm with a convolutional neural network 
to come up with an iterative refinement long short-term 
memory (LSTM) learning model. The authors adopted 
the standard one-shot learning paradigm to enhance 
the learning of meaningful distance metrics over small-
molecules in new experiment systems. When evaluated 

against two different related datasets, the proposed 
one-shot model achieved remarkable success in identi-
fying molecular behaviour in low-data drug discovery 
experiments.

Hu et al. [123] introduced a convolutional neural net-
work model to unveil drug-target interactions. The 
authors used drug chemical structures and protein 
sequences data to construct their convolutional neural 
network classifier that showed superior performance in 
comparison with other state-of-the-art models. The pro-
posed model inferred drug-target associations in the case 
of having multiple target proteins interacting with multi-
ple chemical molecules, which demonstrate the potential 
of such a model in identifying therapeutic novel indica-
tions and drug repositioning opportunities.

Segler et al. [124] proposed a recurrent neural network 
model to generate novel molecules for drug reposition-
ing applications. The authors used drug structures and 
drug-target interactions data to train their recurrent neu-
ral network classifier to produce new molecules that are 
strongly associated with the desired biological targets. 
The proposed model was evaluated against two different 
known drug-target association datasets and performed 
fairly well. However, the introduced model mimicked the 
complete de novo drug design cycle and generated large 
sets of novel molecules when it was integrated with a 
scoring function.

Zeng et  al. [106] used multi-modal deep autoencoder 
and variational autoencoder models to discover drug-
disease associations. The authors integrated various 
drug-related datasets (drug-disease associations, drug-
target associations, drug–drug associations, and drug 
side effects) to train a multi-modal deep autoencoder 
and then define high-level drug features. After that, they 
encoded and decoded the combination of high-level drug 
features and clinically reported drug-disease associations 
using variational autoencoder to identify novel therapeu-
tic indications in addition to already identified indica-
tions. The findings were validated against a well-known 
dataset of drug-disease associations and surpassed the 
previous state-of-the-art machine learning models. Fur-
thermore, the authors reported drug repositioning candi-
dates for Alzheimer’s and Parkinson’s diseases.

Network analysis
Networks and their analysis have been excessively used 
in the field of computational drug repositioning as they 
can provide considerable insight into drug mode-of-
action and indications and how drug targets work and, 
therefore, identify therapeutic potentials and unveil drug 
repositioning applications. Networks are an excellent way 
of modelling biological and biomedical entities and their 
interactions and relationships. Such models can, in turn, 
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be used to discover informative relationships by leverag-
ing graph theory concepts, statistical analysis, and com-
putational models. In such networks, nodes are used to 
represent genes, proteins, molecules, phenotypes, or 
any other biological or biomedical entities, and edges 
are used to represent functional similarities, mode-of-
actions, underlying mechanisms, or any other relation-
ships. Additionally, nodes and edges can be weighted to 
represent specific attributable information. Moreover, 
integrating different entities/relationships in a network 
result in a heterogeneous network while focusing on 
one entity class or relationship produces a homogeneous 
network.

Like other computational drug repositioning 
approaches, drug-based strategy studies, as well as dis-
ease-based studies, have also benefited from the network 
analysis approach to infer drug-target associations and 
identify novel drug repositioning candidates. Studies 
based on network analysis can be categorized, accord-
ing to their data sources, into categories: gene regulatory 
networks, metabolic networks, protein-protein interac-
tion networks, drug-target interaction networks, drug–
drug interaction networks, drug-disease association 
network, drug-side effect association networks, disease–
disease interaction networks, and integrated heterogene-
ous networks.

Bipartite graph
Yamanishi et  al. [30] proposed a bipartite graph super-
vised learning model to infer novel drug-target interac-
tions. The authors combined protein-protein interaction 
information with drug chemical structure information 
and drug-target interaction network to predict different 
drug-target interaction classes, which could significantly 
help in improving drug repositioning research productiv-
ity. Kinnings et al. [31] built a drug–drug interaction net-
work to unveil drug communities within the network and 
eventually identify therapeutic potentials and novel indi-
cations for existing drugs. The authors represented drugs 
as nodes and used drug chemical structure information 
and drug-target interactions similarity to draw edges 
between drugs. Afterward, they studied the drug–drug 
interaction network and came up with drug repositioning 
candidates that were validated using case studies.

Hu and Agarwal [13] constructed a disease-drug net-
work to identify drug repositioning applications and 
discover drug side effects. The authors used microarray 
gene expression profiles to build a disease-drug network, 
which they then enriched using CMap data. The pro-
posed model was validated against gold-standard data 
and showed high potential in identifying novel therapeu-
tic indications for existing drugs. Li and Lu [35] develop 
a novel bipartite graph model to infer drug-target 

indications based on drug pairwise similarity. The 
authors used drug chemical structure information along 
with drug-targets interactions information to build their 
supervised learning bipartite graph model, which cap-
tured the implicit information between drug targets and 
surpassed other state-of-the-art models.

Clustering
Wu et al.[125] built a weighted drug-disease heterogene-
ous network and applied network clustering to identify 
potential drug repositioning candidates within closely 
connected network modules. The authors used disease-
gene associations and drug-target interactions to con-
struct their weighted heterogeneous network where 
drugs and diseases were defined as nodes, edges were 
drawn when a pair of nodes share genes, targets, bio-
logical processes, pathways, phenotypes, or a combina-
tion of these features, and edges were weighted using 
Jaccard coefficient similarity. Subsequently, they used 
two network clustering algorithms to cluster nodes into 
modules and then assembled all potential drug-disease 
pairs within each of these modules. Finally, they treated 
drug-disease pairs suggested by the two network cluster-
ing algorithms as drug repositioning candidates and per-
formed literature validations and presented several case 
studies in support of their proposed model.

Tan et  al.[38] built a drug–drug interaction network 
in order to identify novel drug target indications. The 
authors utilized drug chemical structure information, 
gene semantic similarity information, and drug-target 
interaction networks to calculate the degree of drug 
similarity which then used to construct a drug–drug 
interaction network, neighbor drugs by clustering the 
drug–drug interaction network into modules based on 
mode-of-action, and finally propose new drug therapeu-
tic indications. The proposed model showed high accu-
racy when validated using the literature.

Network centrality measures
Rakshit et  al. [126] developed a novel network-based 
bidirectional top-down and bottom-up approaches to 
predict potential drug repositioning applications for a 
specific disease. The authors used disease-specific (Par-
kinson’s disease) target information and drug-target indi-
cations to construct two networks. Subsequently, they 
utilized several network centrality measures to identify 
genes and drugs of interests in both networks and used 
them as an input for the top-down and bottom-up mod-
els. The introduced models identified a set of drug repo-
sitioning candidates to be investigated for Parkinson’s 
disease treatment, which was validated against a well-
known drug-target indications data source.
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Yang et  al. [127] proposed a new systematic model 
to identify therapeutic potentials and drug reposition-
ing candidates in heterogeneous networks. The authors 
combined molecular data, side effects, and online health 
community information to construct a heterogeneous 
network that consists of drugs, diseases, and adverse drug 
reactions as intermediates. Subsequently, they applied 
several path-based heterogeneous network mining mod-
els to identifying and drug repositioning candidates and 
literately validated their models and concluded that the 
more data sources used for constructing such heteroge-
neous networks, the better for predicting models.

Validation of computational drug repositioning 
models
Ideally, computational drug repositioning studies are 
conducted to identify new uses for already existing drugs 
and optimize the pre-clinical process of developing new 
drugs by saving time and cost compared to the traditional 
de novo drug discovery and development approach. 
Researchers validate/evaluate their findings and conclude 
their models by recommending a set of drug reposition-
ing candidates.

However, validation/evaluation models might differ, 
in contexts, from the proposed computational models, 
or specific validation models might not be accurate and 
trustworthy. Thus, comprehending and picking out suit-
able validation models is highly crucial for the success 
of the proposed computational models. Furthermore, 
selecting the right set of drug repositioning candidates 
for validation is crucial too due to different factors, such 
as high price, high level of toxicity, and reduced bioavail-
ability, and due to certain drugs having been abandoned 
or not preferred by physicians or biologists. Therefore, it 
is essential that all interested parties are deeply engaged 
in the process of drug repositioning to boost the con-
ducted research in this field.

Practically speaking, validation/evaluation models vary 
from one study to another and can depend, up to a cer-
tain extent, on the nature of desired outcomes. These 
models can be classified into (1) in  vitro experiments 
(2) in vivo experiments (3) electronic health records (4) 
leave-one-out and cross-validation (5) benchmarking 
against previous models (6) case studies (7) literature 
cross-referencing, and (8) domain experts consultation.

Despite some well-known drawbacks, in  vitro and 
in vivo experimental validation models have been widely 
used to validate drug repositioning candidates. In  vitro 
and in vivo validation models refer to performing experi-
ments in a controlled environment outside of a living 
organism (e.g., cellular biology studies outside of organ-
isms or cells) and in a whole living body (e.g., animal 
studies and clinical trials) respectively. For example, Lim 

et al. [118] identified albendazole as a drug repositioning 
candidate for anti-cancer effects and presented in  vitro 
and in  vivo pieces of evidence in support of using it to 
treat liver cancer and ovarian cancer.

In order to evaluate the efficiency of potential reposi-
tioned drugs, Rakshit et  al. [126] introduced a metric 
called On-Target Ratio (OTR) which is the ratio between 
the number of drug targets in their proposed disease-
specific genes network to the total number of interactions 
of the same drug in the DrugBank database. Moreover, 
Ozsoy et  al. [119] evaluated their results against Clini​
calTr​ials.gov, which is a collection of publicly and pri-
vately funded clinical studies from around the world. The 
authors also performed a leave-one-out test and bench-
marked their model against state-of-the-art models.

Yang et  al. [127] used scientific articles published by 
PubMed as a medical literature cross-referencing model 
to evaluate the performance of their proposed models. 
Furthermore, the authors consulted medical experts to 
evaluate their findings and guarantee the accuracy of 
their proposed model. The medical experts indicated 
that the repositioning drugs candidates identified by the 
proposed model offered significant benefit in filtering 
and reducing the number of drugs that can be possibly 
used for the suggested indications. In addition to using 
an electronic health records validation model, Zeng et al. 
[106] presented two case studies to validate their pro-
posed deep learning model, which identifies potential 
drug-disease associations. The authors used Alzheimer’s 
disease and Parkinson’s disease to showcases how robust 
their proposed model is and suggested approved drugs 
for Alzheimer’s disease (e.g., risperidone and aripipra-
zole) and Parkinson’s disease (e.g., methylphenidate and 
pergolide).

It is noteworthy that literature-based validation models 
have been wildly adopted in recent studies as literature 
mining approaches have snowballed. Additionally, K-fold 
cross-validation is often used to train models in machine 
learning-based studies to overcome the over-optimistic 
estimation of model performance, which can also be 
tackled using a new testing dataset independent of the 
training set, assuming that such information is available.

Current and prospective drug repositioning 
applications
As a result of reviewing a number of computational drug 
repositioning studies and zooming in into their find-
ings, we have identified a set of disease areas and related 
therapeutics that have benefited from drug repositioning 
applications. When drug repositioning started to get the 
scientific community attention, a number of studies were 
conducted to learn about mode-of-action for antidepres-
sion, neurological, and non-neurological drugs. These 

http://www.clinicaltrials.gov
http://www.clinicaltrials.gov
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Table 3  Examples of drug repositioning applications in various disease areas and related therapeutics

Disease area Drug name/active ingredients Original indication New indication(s) New indication(s) status

Depression Duloxetine hydrochloride Major Depressive Disorder (MDD) Neuropathic pain, generalized 
anxiety disorder (GAD), osteoar-
thritis, and stress incontinence

Approved

Fluoxetine hydrochloride Major Depressive Disorder (MDD) Premenstrual dysphoric disorder 
(PMDD)

Approved

Sibutramine hydrochloride Major Depressive Disorder (MDD) Obesity Approved

Neurology Atomoxetine hydrochloride Parkinson’s disease (PD) Attention-deficit hyperactivity 
disorder (ADHD)

Approved

Ropinirole hydrochloride Hypertension (HTN) Parkinson’s disease (PD) Approved

Non-neurology Minoxidil Hypertension (HTN) Hair loss Approved

Finasteride Benign prostatic hyperplasia 
(BPH)

Hair loss Approved

Zidovudine Failed clinical trials for cancer Human immunodeficiency virus 
(HIV)

Approved

Sildenafil Angina Erectile dysfunction (ED) and 
pulmonary arterial hyperten-
sion (PAH)

Approved

Cancer Auranofin Rheumatoid arthritis (RA) Gastrointestinal stromal tumor 
(GIST)

Approved

Imatinib Chronic myeloid leukemia (CML) Gastrointestinal stromal tumors 
(GIST)

Approved

Irinotecan hydrochloride Colorectal cancer Pancreatic cancer Approved

Nelfinavir Human immunodeficiency virus 
1 (HIV-1)

Colorectal cancer, lung cancer, 
cervical cancer, pancreatic can-
cer, ovarian cancer, metastatic 
cancer

Investigational

Metformin hydrochloride Type 2 diabetes (T2DM) Breast cancer, pancreatic cancer, 
endometrial cancer, colorectal 
cancer, and esophageal cancer

Investigational

Trastuzumab Human epidermal growth factor 
receptor 2 (HER2)-positive 
breast cancer

Metastatic breast cancer, gastric 
cancer, and early breast cancer

Approved

Sunitinib Renal cell carcinoma (RCC) and 
Gastrointestinal stromal tumor 
(GIST)

Pancreatic neuroendocrine 
tumors (PNETs)

Approved

Crizotinib Clinical trials for anaplastic large 
cell lymphoma (ALCL)

Non-small cell lung cancer 
(NSCLC)

Approved

Infectious Thalidomide Morning sickness (withdrawn) Erythema nodosum leprosum 
(Leprosy)

Approved

Everolimus Immunosuppressant Pancreatic neuroendocrine 
tumors (PNETs), renal cell carci-
noma (RCC), and subependy-
mal giant cell astrocytoma 
(SEGA)

Approved

Sirolimus Organ rejection in patients receiv-
ing renal transplants

Malaria Investigational

Rare and orphan Alefacept Chronic plaque psoriasis Rejection in patients receiv-
ing allogeneic solid organ 
transplants

Investigational

Indium In-111 pentetreotide Agent for the scintigraphic 
localization of primary and 
metastatic neuroendocrine 
tumors

Neuroendocrine tumors (NETs) Investigational
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studies have successfully unveiled new indications for 
already approved drugs as well as drugs in the pipeline.

In Table 3, a number of successes are listed with their 
original indication as well as the new and in most of the 
cases approved indication. There are five drugs with the 
original indication being for aspects of the nervous sys-
tem (depression and neurology). The new indications are 
also for aspects of the nervous system. The new indica-
tions included a new medicine to treat obesity, a disease 
of plenty. As reported by the World Health Organization 
in 2020, 650 million people are obese worldwide [154]. 
The new indication for treating obesity is, therefore, a 
significant step forwards.

Cancer is another area where a number of new drug 
indications have been found. Cancer is also a disease that 
is on the rise. Globally an estimated 10 million people 
die of cancer each year [155], and many more continue 
a reduced lifestyle as they are combatting the effects 
of cancer. Furthermore, the incidence of this disease 
increases with age. Since the average age of populations 
is on the rise, it is expected that this will lead to a higher 
number of people with cancer. The new drug indications 
for various cancers are, therefore, of the highest impor-
tance. Pessetto et al. [156] conducted a high-throughput 
screening study on FDA-approved drugs and found that 
auranofin could be repositioned for the treatment of 
gastrointestinal stromal tumours. Stenvang et  al. [157] 
applied a biomarker-guided repurposing approach on 
genome information and clinical studies and proposed 
irinotecan for the treatment of breast cancer.

Infectious diseases are caused by pathogenic microor-
ganisms such as bacteria and viruses. Multi-drug resist-
ance and extensively antibiotic drug-resistant microbes 
threaten the treatment of such diseases and require new 
processes of treatment. Drug repositioning has led to 
success in combating infectious diseases. Ng et al. [158] 
proposed an integrated chemical genomics and structural 
systems biology approach which identified plasmodium 
falciparum targets of drug-like active compounds from 
the malaria box, and suggested that several approved 
drugs may be active against malaria.

Rare and orphan diseases affect a small proportion of 
the world ’s population. A key motivator behind develop-
ing a treatment for an incurable disease is the potential 
market size for the treatment. As a result, thousands of 
rare and orphan diseases lack treatments because of the 
insignificant potential market size for these treatments. 
Drug repositioning has gained some attention in identify-
ing therapeutics for orphan and rare diseases. Molineris 
et al. [159] utilized several resources (e.g., OMIM, Drug-
Bank, CMap) to conduct a systematic analysis of gene 
co-expression and successfully identified HDAC1 and 
TSPO as two significant targets for epileptic syndromes. 

Xu et  al. [160] used FDA orphan designation database 
and FDA-approved drugs to establish the Rare Disease 
Repurposing Database (RDRD). RDRD provides a com-
prehensive resource for developing targeted effective 
therapies for rare disease patients.

The drawn-out traditional de novo drug development 
process, the success and high potential of computational 
drug repositioning, and the strong demand and the need 
to treat cancer, infectious, orphan, and rare diseases have, 
therefore, motivated researchers from different disci-
plines to unify forces in searching for therapeutic poten-
tials and novel indications for existing drugs, which have 
already been approved for human use and are safer than 
products that are still being developed to treat cancer and 
other incurable diseases. Moreover, approved drugs are 
already optimized to target specific proteins, which could 
be highly useful if there is another disease that shares the 
same targets. Lastly, utilizing different sources of bio-
logical and biomedical data in developing computational 
drug repositioning models could be a promising tactic 
towards personalized treatment. Table 3 provides exam-
ples of drug repositioning applications in various disease 
areas and related therapeutics retrieved from Drugs@
FDA database [91] and DrugBank [82].

Drug repositioning opportunities
Drug repositioning is a highly promising technique that 
has attracted growing attention from governments and 
pharmaceutical companies for its key role in reducing 
time, cost, and risk in the process of developing drugs 
for cancers and other incurable illnesses. As this tech-
nique emerged, teams of multidisciplinary researchers 
and scientists carried out numerous attempts, with dif-
ferent degrees of efficiency and success, to computation-
ally study the potential of repositioning drugs to treat 
other diseases and identify alternative indications regard-
less of the status of the investigated drug, whether it is 
approved, withdrawn, in clinical trials, or failed in clini-
cal trials. Although drug repositioning is a quite up-and-
coming technique, the traditional, costly, failure-prone 
de novo drug development process is still essential for 
discovering and testing new drugs; however, adopting 
some computational drug repositioning models within 
this process can help to push drugs steps forward in the 
development pipeline and eventually improve drug effi-
ciencies in clinical trials.

The opportunities provided by drug repositioning to 
develop the urgently needed drugs to treat the current 
coronavirus epidemic cannot be underestimated. The 
general search for coronavirus effective drugs is reviewed 
on a weekly basis by Nature Medicine, the latest of which 
is [161]. The specific opportunites for repurposing drugs 
for coronavirus infections are reviewed in [5].
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Discussion and conclusion
After surveying various avenues in which computational 
drug repositioning strategies have been adopted, and 
models have been introduced to identify novel thera-
peutic interactions, we can conclude that each strategy 
and approach has its advantages and limitations and also 
that combining different strategies and approaches often 
achieve a higher success rate.

Despite having some outstanding computational drug 
repositioning models, developing robust models is still a 
complex process that comes with a few challenges. One 
of the main challenges is the difficulty of putting theo-
retical computational approaches into action; because of 
the complexity of mapping such theoretical approaches 
to simulate living organism’s behaviour and other obsta-
cles such as missing, biased, and inaccurate data. For 
instance, reliable gene expression signature profiles may 
be hard to define due to several reasons such as varia-
tions in experimental conditions (e.g., environment varia-
bles and patient age) across different experiments, which 
may result in a data discrepancy in gene expression sig-
natures, contributing to having biased data. Also, there 
may not always be significant changes in gene expres-
sions when these genes are used as drug targets, which 
can lead to having inaccurate data. Moreover, the lack of 
high-resolution structural data for drug targets makes it 
hard to identify potential drug-target interactions when 
following the chemical structure and molecule informa-
tion strategy. Another challenge facing computational 
drug repositioning models is the lack of trusted gold-
standard datasets that can be used to evaluate the perfor-
mance of such models.

Researchers, therefore, either have to build their own 
gold-standard dataset and subsequently use prevalent 
evaluation metrics (e.g., accuracy, recall, sensitivity, spec-
ificity, F1 score, and area under the receiver operating 
characteristic curve) to compare and evaluate their pro-
posed models or they have to split their data into train-
ing, testing, and validating sets and then utilize K-fold 
cross-validation and prevalent evaluation metrics com-
bined to avoid ending up with an over-fitted model.

Despite all the challenges encountered in computa-
tional drug repositioning studies, we envision that inte-
grating multi-source data related to drugs (e.g., chemical 
structures), diseases (e.g., phenotypic information), and 
how these drugs and diseases affect human body (e.g., 
gene expression signature profiles and side effects) is cru-
cial to enrich computational drug repositioning models 
and improve their performance and thus take them up 
to the next level. Furthermore, there is a significant num-
ber of diseases that still lack treatments to slow, stop, 
or reverse their courses, which motivates and inspires 
multidisciplinary researchers and scientists to carry out 

studies, especially in compacting different cancers and 
thousands of orphan and rare diseases.

In summary, we strongly believe that computational 
drug repositioning can be of enormous benefit to human-
ity by discovering new indications for approved drugs, 
speeding up the process of developing new drugs, and 
giving a second chance to withdrawn and failed drugs. 
While governments and pharmaceutical companies are 
directing more support towards computational drug 
repositioning ventures, researchers and scientists should 
pick up the ball and make further efforts to come up with 
creative state-of-the-art models towards novel findings 
and significant breakthroughs.
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