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Abstract
Understanding the evolution of the spread of the COVID-19 pandemic requires the analysis of several data at the spatial and 
temporal levels. Here, we present a new network-based methodology to analyze COVID-19 data measures containing spatial 
and temporal features and its application on a real dataset. The goal of the methodology is to analyze sets of homogeneous 
datasets (i.e. COVID-19 data taken in different periods and in several regions) using a statistical test to find similar/dissimilar 
datasets, mapping such similarity information on a graph and then using a community detection algorithm to visualize and 
analyze the spatio-temporal evolution of data. We evaluated diverse Italian COVID-19 data made publicly available by the 
Italian Protezione Civile Department at https:// github. com/ pcm- dpc/ COVID- 19/. Furthermore, we considered the climate 
data related to two periods and we integrated them with COVID-19 data measures to detect new communities related to 
climate changes. In conclusion, the application of the proposed methodology provides a network-based representation of 
the COVID-19 measures by highlighting the different behaviour of regions with respect to pandemics data released by 
Protezione Civile and climate data. The methodology and its implementation as R function are publicly available at https:// 
github. com/ mmila no87/ analy zeC19D.

Keywords COVID-19 · Network analysis · Community detection

1 Introduction

The coronavirus epidemic started in China, in November 
2019 (Wu and McGoogan 2020) and it has quickly spread 
in hundreds of countries in the world. COVID-19 disease is 
a viral infection produced by Sars-CoV-2, a new coronavirus 
(Wu and McGoogan 2020). The high transmissibility, the 
high level of infectivity (Huang et al. 2020), and the initial 
absence of a COVID-19 vaccine caused a huge number of 
deaths. In March 2020, World Health Organization (WHO) 
declared COVID-19 as a serious epidemic. In Italy, the first 

transmission of COVID-19 disease was reported on Febru-
ary, 2020, in the Italian northern regions (Lai et al. 2020) 
and it spreaded rapidly in the rest of the regions. Italy was 
seriously influenced by the epidemic with 2697,296 infected 
and 93,045 deaths recorded at the end of February, 2020. At 
the time to writing the infected are 4172,525 and the deaths 
are 124,646.

The data about COVID-19 cases include spatial informa-
tion (e.g.the geographical regions where data are recorded), 
and temporal information (e.g., the day of measurement). 
Thus, an effective analysis methodology must include these 
two features. This requirement is reinforced if COVID-19 
evolution would be related to clinical data that have similar 
spatio-temporal features.

In this work, we present COVID-19 Community Tempo-
ral Visualizer (CCTV) a new methodology for the network-
based analysis and visualization of COVID-19 data.

CCTV methodology enables to depict COVID-19 data 
as networks where each node represents an Italian region 
and each edge connects statistically similar regions. Then, 
CCTV methodology ensures to extract clusters of regions 
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with similar behaviour along time by using network-based 
community detection algorithms.

In literature, there are different works (Reich et al. 2020; 
Herrmann and Schwartz 2020; Kuzdeuov et al. 2020; Kumar 
2020; Wang et al. 2020b) that applied graph theory for the 
analysis of COVID-19 pandemic diffusion. However, these 
works exploited the network-based representation for the 
application of predictive models or to perform statistical 
and network analysis on heterogeneous network.

The strength of our methodology consists in proposing 
a new approach to analyze homogenous data i.e. COVID-
19 data relating to different Italian regions and in different 
time intervals, that may be generalized to all data that vary 
along time and position. In fact, CCTV recurs to the graph 
formalism to map the homogeneous data into network; this 
enables to conduct network-based analysis, i.e. the commu-
nity detection that otherwise would not be applicable. Also, 
in this way homogeneous subcategories of data that do not 
have a label can be easily categorized by placing them in 
communities, thus highlighting groups of data that behave 
in a similar way. Finally, CCTV ensures a direct interpre-
tation of the data for the user, avoiding the explainability 
problem that affects Deep Learning approaches (Samek et al. 
2019; Zucco et al. 2018). Thus, our methodology enables 
to evaluate the impact of clinical evolution of COVID-19 
pandemic by integrating several clinical data on geographi-
cal and temporal data by evaluating the evolution of com-
munities coherence in relation to different data. In detail, the 
CCTV methodology comprises four steps: (i) Application of 
statistical test to identify the regions that present similar/dis-
similar behaviour with respect to COVID-19 measures; (ii) 
Building of similarity matrices; (iii) Mapping of each matrix 
of similarity into a network where each node is an Italian 
region and each edge depicts similarity connections; (iv) 
Identification of communities by applying community detec-
tion algorithms. In particular, we analyze the data released 
every day from the the Italian Protezione Civile Department 
at https:// github. com/ pcm- dpc/ COVID- 19/, by focusing on 
the data provided on the period February 24-April 26, 2020 
( 1st wave), on the period September 28-November 29, 2020 
( 2nd wave) and then, we compared these two periods. Fur-
thermore, since several studies have found a relationship 
between climate and virus spread, in this study we wanted 
to use network alignment techniques to integrate climate 
information on COVID-19 aggregated data. In particular, 
we have aligned the network built for a type of data (e.g. a 
measures about COVID-19)with a previously built climate 
network, in such a way that a final network is obtained that 
incorporates the climate data. A community detection algo-
rithm was applied to these new networks with the aim of 
evaluating how communities vary by taking climate data into 
consideration. The rest of the paper is organized as follows: 
Sect. 2 discusses the background on community detection 

on networks and the background on the correlation among 
climate data and COVID-19 epidemic, Sect. 3 presents the 
CCTV methodology and the application on Italian COVID-
19 data, Sect. 4 presents and discusses the results. Finally, 
Sect. 5 concludes the paper.

2  Background

In this section we present the background about community 
detection and the algorithms for community discovery pre-
sented in literature. Then, we present the background about 
the relationship between the spread of COVID-19 and the 
climate-related measures.

2.1  Algorithms for community discovery

In disparate domains, like diffusion phenomena, social 
media, and computational biology, data can be modelled as 
networks. In fact, network formalism is a powerful model 
able to give the understanding of complex data at different 
zoom, from the organization of entire networks to individual 
elements. One network feature is community structure, also 
called a cluster, that presents a high density of connections 
within each group of nodes with respect to the entire net-
work (Fortunato and Hric 2016). Figure 1 reports a case of 
community structure.

Different real networks show natural community struc-
ture, i.e. nodes within the same group with common proper-
ties or similar functions (Wang et al. 2018). For example, 
in PPI (Protein-Protein Interaction) networks, communities 

Fig. 1  A community structure example. The figure depicts commu-
nity 1, community 2 and community 3 within the network

https://github.com/pcm-dpc/COVID-19/
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are formed by proteins involved in a similar function; or in 
brain networks, communities can be represented by Regions 
of Interest (ROIs) that are active during tasks, in social net-
works, communities can be groups of friends or colleagues. 
The community structure of networks is a significant char-
acteristic for understanding the organization level of objects 
within the network. Thus, community detection is an inter-
esting area for the analysis of networks. In the following, 
different community detection algorithms are summarized.

Fast Greedy (Clauset et al. 2004) and Louvain (Blondel 
et al. 2008) are two algorithms based on modularity optimi-
zation for the identification of communities, that differ in 
the way they optimise the modularity score, where modular-
ity measures how well a network decomposes into modular 
communities.

Fast Greedy (Clauset et al. 2004) startsby setting each 
nodes a single community and it joins pairs of communities 
by applying a basic greedy approach. At each step, the com-
munities are added according to the increasing of modularity 
(Yang et al. 2016). Fast Greedy joins pairs of communities 
until the merging of community pairs does not increase the 
modularity score.

Louvain (Blondel et al. 2008) includes a community 
aggregation step to improve communities detection process. 
The algorithm joins a node with each one of its neighbours 
communities according to the increasing of modularity, oth-
erwise, the node remains in its initial community. Louvain 
terminates the procedure when none improvement in modu-
larity is obtained. After that, a new network is built whose 
nodes represent the detected communities and inter and intra 
community edges are represented by weighted edges and 
self-loops respectively.

Multilevel algorithm (Blondel et al. 2008) uses a greedy 
approach for optimising the modularity. At first, a commu-
nity is assigned to each node. Then, according to the increas-
ing of modularity, Multilevel inserts a node into a commu-
nity formed by its neighbours.

WalkTrap (Pons and Latapy 2005) is a hierarchical clus-
tering algorithm that applies a random walk distance meas-
ure. Initially, WalkTrap computes the distances between all 
adjacent nodes in the network. Then, it starts with a node 
and randomly selects one of its neighbour; it merges them 
in a community and it updates distances between communi-
ties. The assumption is that short random walks remain in 
an equal community.

InfoMod (Rosvall and Bergstrom 2007) and InfoMap 
(Rosvall and Bergstrom 2008) represent the community 
as parts showing regularities in topology. A community is 
considered better when it has high compactness and low 
information loss.

The InfoMod and InfoMap algorithms represent the 
community structure in different ways. InfoMod repre-
sents the community structure as community matrices and 

membership vectors associating each node to a community, 
whereas, InfoMap depicts the communities by considering 
2 levels: the first one to categorize a community within the 
network and the second one to categorize nodes within the 
communities.

The edge betweenness algorithm (Girvan and Newman 
2002) is based on edges betweenness that is the general-
ised Freeman’s betweenness centrality measure (Freeman 
1978). The assumption is that the edges that connect com-
munities show a high value of edge betweenness measure. 
Thus, by deleting the edges with high edge betweenness, 
the community topology is detected. Spinglass (Reichardt 
and Bornholdt 2006) algorithm is based on physical spin 
glass models (i.e. the model that describes a magnetic state 
characterized by randomness, besides cooperative behavior 
in freezing of spins at a temperature). The algorithm aims to 
discover the ground state of a spin glass model on the basis 
that the edges should link nodes with an equal spin state, i.e. 
equal community. Otherwise, the nodes with different spin 
states should be disconnected.

Label propagation algorithm (Raghavan et  al. 2007) 
detects the communities considering how the information is 
transmitted in the network. The assumption is that the nodes 
of the same community are characterized by high efficiency 
in the exchange of information. The algorithm initialises a 
diverse label, i.e. community, for each node. Afterwards, it 
randomly lists the nodes according to a consecutive order. 
Then, by considering the list, the node is labeled as most of 
its neighbors. The process ends when all neighbours nodes 
have the same label. An extended version of Label propaga-
tion algorithm is Community Overlap Propagation Algo-
rithm (COPRA) (Gregory 2010) that enables the detection 
of communities in weighted and bipartite networks, besides 
unweighted ones.

MarkovCluster algorithm (Van Dongen 2008) works by 
simulating a stochastic (Markov) flow in a weighted net-
work, where the nodes are data points, while the adjacency 
matrix stores the edge weights. When the algorithm con-
verges, it produces the new edge weights that define the new 
connected components of the graph (i.e. the clusters).

The leading eigenvector algorithm (Newman 2006) com-
putes the eigenvectors of the modularity matrix for the opti-
mization of modularity score. The algorithm computes the 
leading eigenvector and then it splits the network to maxi-
mize the modularity based on the leading eigenvector.

Until now, community detection algorithms have not been 
used to analyze COVID-19 data. In fact, all of these algo-
rithms require that input data are provided as networks, on 
the other hand, in many complex phenomena the data is not 
natively available in the network format, so a prerequisite 
to use such algorithms is a deep preprocessing of data. Our 
contribution goes in this direction by providing a compre-
hensive pipeline for the network representation of data, their 
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visualization and their detection of communities through one 
of these algorithms.

Temporal evolution of communities
The algorithms discussed so far are usually applied to static 
networks for community detection. Furthermore, in real-
world systems, the networks evolve across time by present-
ing modifications of community structure. In general, the 
evolution of community structure along the time can be sum-
marized in seven most common changes (see Fig. 2) (Palla 
et al. 2007, Asur et al. (2009), Bródka et al. (2012)): 

1. the community maintains its structure during the tem-
poral evolution;

2. the community reduces when several members leave a 
group;

3. the community growths when new members join into a 
group;

4. the community splits into two or more groups;
5. the community is formed from merging of different 

groups;
6. the community ends its existence and all the nodes are 

disconnected;
7. the community is formed from groups of nodes initially 

disconnected.

Figure 2 depicts different scenarios of community structure 
evolution.

In literature, there exist different methods for community 
detection with respect to time. These approaches can be cat-
egorized into:

– Traditional static community detection (Lancichinetti 
et al. 2011; Palla et al. 2007);

– Evolutionary clustering (Chakrabarti et al. 2006);
– Incremental clustering (Li et al. 2015).

In the first method, the network evolution is divided into 
different timeframes, and the extraction of communities is 
obtained by traditional static community detection methods.

The evolutionary clustering method aims to find the best 
community topology that depicts the network at a specific 
time and to evaluate the similarity of a current community 
with the structure of a previous time by adding a cost related 
to temporal smoothness.

Finally, the incremental clustering method applies the 
community topology of the first temporal interval to con-
form to the community property of incremental nodes for 
the rest of the temporal intervals.

2.2  Relationship between COVID‑19 and climate 
data

The relationship between COVID-19 spread and the envi-
ronmental humidity or other climate-related measures has 
raised growing interest over the past decade (Casanova et al. 
2010; Caspi et al. 2020; Gardner et al. 2019; Geller et al. 
2012). Concerning SARS-COV-2, recent studies have been 
proposed with the goal of investigating the effects of differ-
ent meteorological conditions on the spread of COVID-19. 
However, the scientific community is still divided between 
studies that may suggest an existing relationship between air 
temperature and COVID-19 incidence rates (Zhu and Xie 

Fig. 2  Common changes in 
community structure evolution
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2020; Ma et al. 2020; Wang et al. 2020a), and studies that 
did not detect any evidence supporting that minimum and 
maximum temperature, rainfall, humidity and other climate-
related variables are correlated with the COVID-19 spread 
(Tosepu et al. 2020; Bashir et al. 2020; Cheval et al. 2020).

More in details, attempts to model the spread of COVID-
19 in Italy and to correlate it with several variables have 
been made. For instance, the work of Gatto et al. (2020) 
tried to estimate the effects of lockdown restrictions and the 
consequent changes in human mobility with the epidemio-
logical data.

In Zoran et al. (2020), the authors carried out a Pear-
son correlation analysis to discuss the existence of relations 
between gaseous air pollutants and climate data with the 
spread of COVID-19 in Milan. In particular, the paired cor-
relation between the time series related to the daily num-
ber of total cases, the daily number of new cases, and the 
daily count of total deaths with gaseous air pollutants O3 
and NO2 and several climate factors as air temperature, rela-
tive humidity, wind speed intensity, precipitation rate, were 
investigated. The results showed an inverse correlation of 
COVID-19 spread indicators with daily average relative air 
humidity and precipitation rate, a positive correlation with 
air temperature, a negative correlation of NO2 with con-
firmed total COVID-19 infections, daily new positive, and 
total deaths cases.

Under a Granger-causality perspective, Delnevo et al. 
(2020) discussed the possible existence of a directed rela-
tionship between the series of the measures of the daily val-
ues of PM2.5, PM10, and and NO2 with the series of the 
new daily COVID-19 cases in February-April 2020, in the 
Italian region of Emilia-Romagna. The statistical tests were 
performed in two temporal windows referring to the period 
before and after the application of lockdown restrictions 
in Italy, that officially took effect on 8–10th March 2020, 
depending on the considered province.

Then, guided by the assumption that a predictive rela-
tionship exists between the presence in the air of particulate 
pollutants, such as PM2.5, PM10, and NO2 , and the spread 
of the virus, the same authors proposed a Machine Learning 
based model to forecast the spread of the disease in Emilia-
Romagna (Mirri et al. 2020).

The work of Fazzini et al. (2020) exploits Mannk-Kend-
all rank correlation, multi-regression, and stepwise forward 
analysis to examine the possible correlation between cli-
mate variables and the ratio between the first positive swabs 
and the total number of swabs collected per day, in differ-
ent areas of the Lombardy region. The results of the Mank-
Kendall test did show an acceptable correlation only with the 
relative humidity, while a multiple linear regression analysis 
showed that relative humidity, solar radiation, and maximum 
temperature cover approximately the 60% of the positive 
swabs explained variability.

However, although the works citate so far, we can 
conclude that the research in this field is still limited and 
requires further developments.

3  CCTV methodology

The proposed CCTV (COVID-19 Community Temporal 
Visualizer) methodology implements the network-based 
analysis and visualization of generic input datasets organ-
ized as collection of homogeneous measures (e.g. COVID-
19 data in similar regions).

Our methodology presents a general design, for which it 
can be applied to analyze different types of data. We imple-
mented our methodology using the R software (Milano 
2019).1 CCTV function requires the upload of the igraph 
libraries (Csardi et al. 2006).

CCTV methodology comprises four steps: 

1. Building of the similarity matrix;
2. Mapping similarity matrices to networks (i.e. Network 

building;
3. Network analysis over time;
4. Community detection.

Figure 3 shows the pipeline of the CCTV methodology and 
Algorithm 1 describes those steps.

1 The CCTV methodology as R function is available at https:// github. 
com/ mmila no87/ analy zeC19D.

https://github.com/mmilano87/analyzeC19D
https://github.com/mmilano87/analyzeC19D
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In the following, we report the steps of the CCTV.R 
function:

– Building of the similarity matrix. At first, the function 
takes as input the datasets consisting of the collected data 
for all regions. The user selects the kind of aggregate data 
on which he/she want to perform the analysis and the 
Wilcoxon test is applied to compute the pair-wise simi-
larity among the regions. After that, a similarity matrix 
is built. The matrix contains the p value resulting of the 
Wilcoxon test for each couple (i, j) of regions;

– Network building and Visualization Starting from the 
similarity matrix, the CCTV function builds a network. 
At the end of this step, CCTV.R plots the built network.

– Community detection. Finally, the community detec-
tion algorithm is applied to mine the communities on the 
network built in the previous step. At the end of this step, 
CCTV.R plots the detected communities.

In the following paragraphs, we explain in detail each CCTV 
step by presenting the application of our methodology to 
analyze the Italian COVID-19 dataset.

Dataset
The COVID-19 datasets that we used of the analysis, are 
released daily by the Italian Protezione Civile at https:// 
github. com/ pcm- dpc/ COVID- 19. The overall database 
contains a dataset for each day, starting from February 24, 
2020 and for each Italian region. The regions are: Abruzzo, 
Basilicata, Calabria, Campania, Emilia, Friuli, Lazio, Ligu-
ria, Lombardy, Marche, Molise, Piedmont, Puglia, Sardinia, 
Sicily, Tuscany, Umbria, Valle d’Aosta, Veneto, plus the 
autonomous provinces of Bolzano and Trento, for a total of 
21 regions. The dataset of each region in a time point (day) 
contains the following 10 data measurements:

– Hospitalised with Symptoms, relating to the count of 
COVID-19 patients in the hospital;

– Intensive Care, relating to the count of COVID-19 
patients in Intensive Care Units;

– Total Hospitalised, relating to the sum of Hospitalised 
with Symptoms and Intensive Care measured;

– Home Isolation, relating to the count of subjects in quar-
antine at home;

– Total Currently Positive, relating to the count of COVID-
19 positive subjects;

– New Currently Positive, relating to the daily count of 
COVID-19 positive subjects;

– Discharged/Healed, relating to the count of healed or 
discharged from hospital subjects;

– Deceased, relating to the count of deaths;
– Total Cases, relating to the count of subjects affected by 

COVID-19;
– Swabs, relating to the count of test swab carried on 

COVID-19 positive subjects and on suspected COVID-
19 positivity subjects.

For each time point, the dataset D of a region is a vector 
containing 10 integer values, e.g. at time t = 1 , D1

1
=D1

abruzzo

=[x, y, ..]. The data occupies 1 Gbytes of memory.
For all analysis we focus on two period: February 

24-April 26, 2020 ( 1st wave), and September 28-November 
29, 2020 ( 2nd wave) and then we compared the two periods.

At first, we focus on COVID-19 data related to the Febru-
ary 24-April 26, 2020 period.

Then, we considered the data evolution by analyzing five 
time intervals:

– the first week that starts on February 24 and ends on 
March 1;

– three weeks that comprise the period February 24–March 
15;

Fig. 3  CCTV Methodology 
pipeline

https://github.com/pcm-dpc/COVID-19
https://github.com/pcm-dpc/COVID-19
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– five weeks that comprise the period February 24–March 
29;

– seven weeks that comprise the period February 24–April 
12;

– nine weeks that comprise the period February 24–April 
26;

Then, we analyze the COVID-19 data related to the Septem-
ber 29-November 24, 2020 period (that, for convenience, we 
called second wave or observation period).

Then, we considered the data evolution by analyzing five-
time intervals:

– first week that starts on September 29 and ends on Octo-
ber 4;

– three weeks that comprise the period September 29–
October 18;

– five weeks that comprise the period September 29–
November 1;

– seven weeks that comprise the period September 29–
November 15;

– nine weeks that comprise the period September 29–
November 29.

3.1  Building of similarity matrices

The first step of CCTV methodology consists of the build-
ing of similarity matrix. Before this, the needs to identify 
similarity measures arises. So, with the goal to choose which 

similarity measure we can use to build a similarity matrix, 
we wanted to evaluate the data distribution. So, we used 
Pearson’s chi-square test to evaluate the distribution of each 
type of data.

Since p value resulted less than 0.05, we chose to apply 
non-parametric test for subsequent similarity matrix 
building.

So, we recurred to the use of the Wilcoxon Sum Rank test 
(Gehan 1965) to analyze the same type of data on the obser-
vation period, consisting of 9 weeks and then, for single time 
intervals. The Wilcoxon test enables to assess the difference 
among conditions when the samples are correlated. Thus, 
we used the Wilcoxon test to compare the Italian regions 
with the aim to evidence statistically similar distributions 
among them.

Once a similarity measure (Wilcoxon test) is applied to 
dataset D, a similarity matrix M is built. Let’s matrix M for 
dataset D over a time period T, each (i, j) element repre-
sents a value obtained by performing a similarity measure. 
A typical input dataset D1...Dn is a collection of measured 
data varying long time. Usually, a generic Di refers to data 
collected in location i (i.e. region or geographical position).

So, the dataset i means the dataset collected at Region i.
In this work, we considered the p value as a measure 

of similarity. So, we applied a statistical test, the Wilcoxon 
test, to input datasets Di...Di to build a similarity matrix 
between each Di,Di, i ≠ j . In detail, the (i,j) value of the 
similarity matrix, related to data Di (for example deceased 
data), describes the p value of the Wilcoxon test achieved 

Fig. 4  Definition of the similarity matrix



 Network Modeling Analysis in Health Informatics and Bioinformatics (2021) 10:46

1 3

46 Page 8 of 38

by applying the test on a given measure (e.g. the number 
of deceased) of the region i versus the region j in a given 
time interval. A lower p value implies that two regions are 
different according to that measure. Otherwise, a higher 
p-value implies that regions show a similarity according to 
that measure. We considered the conventional significance 
threshold of 0.05, and for this reason, we built similarity 
matrices that contain only pvalues ≥ 0.05 . We mapped the 
p values < 0.05 equal to zero. An example of the similarity 
matrix definition is reported in Fig. 4.

Thus, we constructed ten similarity matrices for all 
COVID-19 measures and for each time interval, that report 
the statistical comparison among each couple of regions.

Figure 5 reports the heatmap describing the similarity 
values among regions related to Intensive Care data after 
the first week (February 24–March 29). All similarity 
tables related to Italian COVID-19 data are computed for 
the first and second observation period and for a single 
week, and they are reported as Supplementary material, 
for the lack of space.

3.2  Converting similarity matrix to network

The second step consists of the converts similarity matrix 
into networks, i.e the building of similarity networks. 
According to the similarity matrix, a similarity threshold 

is fixed. Then, each similarity matrix M(i, j) is mapped 
to a network N, whose nodes are the Italian regions and 
the edges connect them only when the similarity value 
among two regions (i,j), resulting in the matrix, exceeds 
the similarity threshold. Edges are weighted according 
to the similarity values. The weights of the edges result 
inversely proportional to similarity values. Thus, we 
mapped each similarity matrix M(i, j) into a network N 
(Agapito et al. 2017). The nodes are the Italian regions, 
and the edges link two regions (i,j) when the p value is 
greater than the threshold, otherwise (p value < 0.05) 
no edge is added. Each edge is weighted according to p 
value resulting from the Wilcoxon test. In this way, the 
edge length in the network corresponds to weight and it 
results inversely proportional to similarity.

3.3  Network analysis over time

The third step consists of the building of the network at 
different time intervals. Starting from the consideration 
that the COVID-19 data present a temporal evolution, 
for each one, the corresponding networks at diverse time 
intervals and for an observation period are built.

We performed a temporal analysis by building ten net-
works related to the COVID-19 measures (Hospitalised 
with Symptoms, Intensive Care data, Total Hospitalised, 
Home Isolation, Total Currently Positive, New Currently 

Fig. 5  An example of similarity matrix of Intensive Care network after the first week
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Positive, Discharged/ Healed, Deceased, Total Cases, 
Swab) by considering the period February 24–April 26 
(the observation period) and then, by building the net-
works of the same data at different time intervals. After 
that, we built the networks related to the second observa-
tion period and single weeks. Furthermore, this step ena-
bles the visualization of the networks changes at different 
times.

The networks built for the first observation period and 
for the different time intervals and the networks built for 
the second observation period and for the different time 
intervals are reported in Supplementary for lack of space.

3.4  Community detection and temporal evolution

In the last step the extraction of the communities from the 
built networks is performed. The choice of an appropriate 
community detection algorithm is important to achieve the 
best results. In this step, an algorithm for community detec-
tion is applied to identify communities, i.e. groups of regions 
sharing similarity, on the networks built by different time 
intervals and for an observation period. For this aim, we 
used the WalkTrap community finding algorithm (Pons and 
Latapy 2005). WalkTrap is able to identify subgraphs with 
high density, i.e. communities, in a network through random 
walks. We selected the WalkTrap community detection algo-
rithm because it outperforms other methods as discussed in 
(de Sousa and Zhao 2014). Thus, for each network related 
to different time intervals, we identify regions that form a 
community according to their similarity. Finally, this step 
enables the visualization of the community at different time 
intervals.

Figures 6, 7, 8, 9, 10, 11, 12, 13, 14 and 15 show the 
identified communities related to Italian COVID-19 data in 
the first observation period. Figures 16, 17, 18, 19, 20, 21, 
22, 23, 24 and 25 show the identified communities related 
to Italian COVID-19 data in the second observation period 
and in a single time interval. Then, for each community of 
different data, we computed the related centroid, i.e. the 
mean value, for the first and second observation period. We 
reported the table related to the centroids of the extracted 
communities for the first and second observation period in 
the Supplementary material, for the lack of space.

3.5  Integrating climate data by using network 
alignment method

Different studies (Briz-Redón and Serrano-Aroca 2020; 
Bashir et al. 2020; Malki et al. 2020; Xie and Zhu 2020; 
De Natale et al. 2020) evidenced a correlation between cli-
matic factors and the spread of the virus. In fact, the labora-
tory studies highlighted that the winter climate that char-
acterized the city of Wuhan in 2019 was very similar to 

the climate observed between February and March 2020 in 
the Italian provinces that hit hardest by COVID-19. Fur-
thermore, it was observed that, between January and March 
2020, there was a higher growth of cases in the colder 
countries and a more contained spread in the warmer ones. 
Starting from these considerations, we wanted to relate the 
Italian COVID-19 measures with climate data. From a gen-
eral point of view, we need to extend the pre-processing 
step of our methodology to incorporate other data, in par-
ticular climate data. For this aim, we recurred to network 
alignment technique. Network alignment consists of find-
ing a mapping between nodes of two or more input graphs 
guided by a scoring function that represents the quality of 
the alignment (Milano et al. 2020). In literature, different 
network alignment methods have been proposed, that can be 
distinguished as local or global network alignment. In this 
work we selected MAGNA++ (Vijayan et al. 2015), a global 
network aligner, to combine the climate data with a specific 
kind of Italian COVID-19 data: Intensive Care, Total Hos-
pitalised and Total Currently Positive data. For analysis, we 
referred to automatically collected weather-related data for 
every Italian province through standard web scraping tech-
niques, focusing on the period February 24-April 26 and 
September 28–November 29.

In particular weather data is collected from the historical 
weather database provided by the Italian website “IlMeteo.
it”2 by following the methodology presented in Agapito et al. 
(2020).

More in details, starting from the COVID-19 dataset, 
also available at a city level, for each city, region, and date 
for which the epidemiological COVID-19 data were avail-
able, we reconstructed the URL of each page that contains 
the relative information in the meteorological website, that 
was in the format “https:// www. ilmet eo. it/ porta le/ archi vio- 
meteo/ City/ Year/ Month/ Day.”

We used the Python Beautiful Soap library to connect to 
the pages automatically and, by parsing the HTML docu-
ment, we collected minimum, maximum, and average daily 
temperature, humidity, wind speed, average pressure, pre-
cipitation, and visibility. Raw data has been normalized 
(e.g., by fixing inconsistency, providing uniformity of unit 
measurement for each date and province) and cleaned (e.g., 
duplicate instances and redundant information removal). 
Finally, the weather data were stored in a CSV file format. 
The pipeline for data collection is reported in Fig. 26.

At first, we built a climate network for the first observa-
tion period and a climate network for the second observa-
tion period, where the nodes represent the Italian regions, 
and the edges connect statistically similar regions. Then, 
we aligned the climate network for the first observation 

2 https:// www. ilmet eo. it/ porta le/ archi vio- meteo/.

https://www.ilmeteo.it/portale/archivio-meteo/City/Year/Month/Day
https://www.ilmeteo.it/portale/archivio-meteo/City/Year/Month/Day
https://www.ilmeteo.it/portale/archivio-meteo/
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Fig. 6  Evolution of Hospitalised 
with Symptoms Network Com-
munities in the first observation 
period
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Fig. 7  Evolution of Intensive 
Care Network Communities in 
the first observation period
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Fig. 8  Evolution of Total Hos-
pitalised Network Communities 
in the first observation period
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Fig. 9  Evolution of Home Isola-
tion Network Communities in 
the first observation period
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Fig. 10  Evolution of Total Cur-
rently Positive Network Com-
munities in the first observation 
period
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Fig. 11  Evolution of New Cur-
rently Positive Network Com-
munities in the first observation 
period
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Fig. 12  Evolution of Dis-
charged/ Healed Network Com-
munities in the first observation 
period
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Fig. 13  Evolution of Deceased 
Network Communities in the 
first observation period
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Fig. 14  Evolution of Total 
Cases Network Communities in 
the first observation period
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Fig. 15  Evolution of Swabs 
Network Communities in the 
first observation period
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Fig. 16  Evolution of Hospital-
ised with Symptoms Network 
Communities in the second 
observation period
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Fig. 17  Evolution of Intensive 
Care Network Communities in 
the second observation period
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Fig. 18  Evolution of Total Hos-
pitalised Network Communities 
in the second observation period
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Fig. 19  Evolution of Home 
Isolation Network Communities 
in the second observation period
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Fig. 20  Evolution of Total 
Currently Positive Network 
Communities in the second 
observation period
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Fig. 21  Evolution of New 
Currently Positive Network 
Communities in the second 
observation period
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Fig. 22  Evolution of Dis-
charged/ Healed Network 
Communities in the second 
observation period
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Fig. 23  Evolution of Deceased 
Network Communities in the 
second observation period
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Fig. 24  Evolution of Total 
Cases Network Communities in 
the second observation period
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Fig. 25  Evolution of Swabs 
Network Communities in the 
second observation period
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period with the Intensive Care network, Total Hospitalised 
network and Total Currently Positive network by applying 
MAGNA++. After that, we aligned the climate network 
for the second observation period with the Intensive Care 
network, Total Hospitalised network, and Total Currently 
Positive network. We ran MAGNA++ as the global aligner 
with the following parameters: S3 as a measure of Edge 
Conservation, the Edge-Node Weight equals to 0, to con-
sider only topologies, whereas the population size, number 
of generation, fraction of elite members were set to default 
values. At the end of this step, 3 global alignments were 
built that integrate respectively Intensive Care, Total Hos-
pitalised and Total Currently Positive network data with 
climate data for the first observation period (Fig. 30a–c) 
and 3 global alignments for the second observation period 
(Fig. 31a–c). Finally, we applied the WalkTrap community 
finding algorithm to mine the communities for the global 
alignments built. Figure 30a1–c1 show the identified com-
munities related to networks built with climate data interac-
tion in the first observation period. Figure 31a1–c1 show 
the identified communities related to networks built with 
climate data interaction in the second observation period. 
The goal is to evaluate how the communities vary by inte-
grating the climate data.

4  Results and discussion

In this section, we analyze the temporal evolution of the 
detected communities in the fist and second observation 
period and the new communities obtained by integrating 
climate data with Intensive Care, Total Hospitalised and 
Total Currently Positive data. The aim is to highlight that 
the communities may be diverse according to (i) different 
data analyzed and (ii) different time intervals when consid-
ering the same data.

For the first observation period the temporal evolution 
of the communities is computed at the following different 
time intervals:

– at the end of the first week (February 24–March 1);
– after 3 weeks (February 24–March 15);
– after 5 weeks (February 24–March 29);
– after 7 weeks (February 24–April 12);
– after 9 weeks that we called the observation period (Feb-

ruary 24–April 26);

Then, we considered the temporal evolution of the commu-
nities for the second observation period at following differ-
ent time intervals:

– at the end of the first week (September 29–October 4);
– after 3 weeks (September 29–October 18);
– after 5 weeks (September 29–November 1);
– after 7 weeks (September 29–November 15);
– after 9 weeks that we called the second observation 

period (September 29–November 29).

Furthermore, we analyzed the communities on the networks 
obtained by integrating climate data with three types of Ital-
ian COVID-19 data, Intensive Care, Total Hospitalised, and 
Total Currently Positive data.

Our goal is to assess: (i) if diverse COVID-19 measures 
show similar or dissimilar communities and (ii) if the com-
munities are similar or dissimilar analyzing diverse time 
intervals on the same COVID-19 measure.

4.1  First observation period (February 24–April 26, 
2020 ( 1st wave))

We analyze Fig. 6 that shows the development of Hospi-
talised with Symptoms Network Communities. In the first 
week, six communities are identified (Fig. 6a): (1) Lom-
bardy, (2) Veneto, (3) Emilia and Marche, (4) Liguria, Tus-
cany and Piedmont, (5) Puglia, Lazio, Campania, Abruzzo, 
Bolzano and Sicily, (6) Umbria, Sardinia, Calabria, Molise, 
Valle d’Aosta, Friuli, Basilicata, Trento. After 3 weeks, the 
regions leave the previous communities, and they move to 

Fig. 26  Weather data collection pipeline. A list of dates and city 
names are extracted from the epidemiological data previously 
described. Then, the cities are combined with all dates to reconstruct 
the URL of each page that contains historical weather information on 
the meteorological website. Data is extracted through data scraping, 
then raw data is normalized and cleaned. Finally, data are stored in a 
CSV file format
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other ones. For example, Veneto, that was an alone com-
munity in the first week, migrates to another community 
after 3 weeks. Also, Emilia represents a single community, 
whereas it formed a community with Marche in the first 
week. In Fig. 6b all identified communities after 3 weeks 
are reported: (1) Lombardy, (2) Emilia, (3) Veneto, Marche, 
Piedmont, Liguria, Tuscany and Lazio, (4) Trento, Bolzano, 
Abruzzo, Friuli, Sicily, Puglia, (5) Campania, Umbria, Sar-
dinia, Calabria, Molise, Valle d’Aosta, Basilicata. After 5 
weeks, five communities are extracted as Fig. 6c depicts. 
The first community is formed by Basilicata that becomes a 
single one by leaving the previous community; the second 
community is formed by Piedmont, Marche, Emilia, Lom-
bardy and Veneto; the third community is formed by Liguria, 
Lazio, Tuscany; the fourth one is composed by Campania, 
Puglia, Sicily, Abruzzo, Valle d’Aosta, Friuli, Trento and 
Bolzano; the last community consists of Umbria, Sardinia, 
Calabria, Molise. Figure 6d shows the development of the 
communities after 7 weeks. The initial network is split into 
seven groups, and eight communities are formed. (1) The 
first one consists Lombardy; (2) the second community is 
represented by Veneto; (3) the third one consists of Pied-
mont and Emilia; (4) the fourth one consists of Molise and 
Basilicata; (5) the fifth one consists of Friuli and Bolzano; 
(6) Valle d’Aosta, Sardinia, Umbria and Calabria form the 
sixth community; (7) the seventh one is formed by Umbria, 
Marche, Liguria, Tuscany and Lazio; (8)Abruzzo, Sicily, 
Campania, Puglia, and Trento compose the eighth commu-
nity. After 9 weeks, the network splits into more groups by 
forming nine communities, reported in Fig. 6e: (1) Lom-
bardy; (2) Veneto; (3) Piedmont and Emilia; (4) Molise and 
Basilicata; (5) Friuli and Bolzano; (6) Abruzzo and Trento; 
(7) Valle d’Aosta, Sardinia, Umbria, and Calabria; (8) Sic-
ily, Campania and Puglia; (9) Marche, Liguria, Tuscany and 
Lazio.

It is possible to notice that the progression of the Hos-
pitalised with Symptoms Network Communities is similar 
to the Total Hospitalised Network Communities, reported 
in Fig. 8.

In fact, in the first week, Fig. 8a, six communities are 
mined. The first one consists of Liguria, Tuscany and Pied-
mont, the second community comprises Sardinia, Umbria, 
Calabria, Basilicata, Valle d’Aosta, Friuli, Trento and 
Molise; the third community consists of Lazio, Campania, 
Sicily, Abruzzo, Bolzano and Puglia; the fourth one consists 
of Marche, Emilia; the fifth is represented by Lombardy, 
and the sixth one is formed by Veneto. Then, after 9 weeks, 
the network splits into eleven communities, seven of them 
are equal to the communities identified in Hospitalised with 
Symptoms Network: (1) Lombardy; (2) Veneto; (3) Pied-
mont and Emilia; (5) Friuli and Bolzano; (6) Marche, Ligu-
ria, Tuscany and Lazio, (7) Valle d’Aosta, Sardinia, Umbria 
and Calabria.

The comparison among Hospitalised with Symptoms 
Network Communities and Total Hospitalised Network 
Communities after 9 weeks is reported in Fig. 27.

Moreover, Deceased Network Communities, Fig. 13, and 
Total Cases Network Communities, Fig. 14, report similar 
evolution.

Figure  13a presents the mined communities of the 
Deceased Network at the end of the first week. The detected 
communities consist of: a considerable community formed 

Fig. 27  The comparison among Hospitalised with Symptoms Net-
work Communities and Total Hospitalised Network Communities at 
the end of the 9 weeks of first observation period
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by 17 regions: Emilia, Piedmont, Liguria, Campania, Abru-
zzo, Puglia, Valle d’Aosta, Umbria, Calabria, Sicily, Campa-
nia, Trento, Lazio, Sardinia, Bolzano, Basilicata, Molise and 
Friuli; a single community formed by Lombardy: a single 
community represented by Veneto; and a single community 
consisting of Marche and Tuscany.

Figure 14a shows the five communities mined from 
Total Cases Network at the end of the first week. The first 
one comprises Liguria, Tuscany Lazio, Piedmont, Campa-
nia and Sicily; the second is composed by Sardinia, Abru-
zzo, Umbria, Calabria, Basilicata, Bolzano, Valle d’Aosta, 
Friuli, Trento, Molise and Puglia; the third cluster is repre-
sented by Marche and Emilia; the forth one comprises only 
Lombardy and the last one Veneto. Although the com-
munities are different in the first week, at the end of the 9 
weeks, the community evolution shows a similar trend. In 
fact, both networks split into more similar communities. 
The comparison among Deceased Network Communities 
and Total Cases Network Communities in the observation 
period is reported in Fig. 28.

Also, Total Currently Positive Network Communities, 
Fig. 10, and New Currently Positive Network Communi-
ties, Fig. 11 report similar evolution.

Figure 10 shows the development of Total Currently 
Positive Communities. Figure 10a depicts the detected 
community at the end of the first week. The first one 
comprises Umbria, Sardinia, Basilicata, Molise, Friuli 
Tuscany, Calabria, Valle d’Aosta and Trento; the second 
community is represented by Bolzano, Lazio, Abruzzo and 
Puglia; the third one is represented by Campania, Sicily 
and Liguria; Piedmont and Lazio form the forth commu-
nity; Marche forms the fifth community; the sixth one is 
formed by Emilia; the seventh is composed of Lombardy 
and the eight community consists of Veneto. At the end 
of 5 weeks, the detected communities further decline, as 
reported in Fig. 10c. The first one comprises Veneto, Lom-
bardy, Emilia and Marche; the second one is represented 
by Piedmont; the third one groups Basilicata, Molise, 
Calabria and Sardinia; the fourth one comprises Tuscany, 
Lazio, Friuli, Valle d’ Aosta, Sicily, Campania, Liguria 
Puglia, Abruzzo, Umbria, Trento and Bolzano.

Figure 11 depicts the development of New Currently 
Positive Communities. Figure 11a shows the detected 
communities at the end of the first week. Lombardy, 
Veneto and Emilia composes a single communities, and 
then there are two considerable communities: the first 
community consists of Marche, Piedmont, Liguria, Cam-
pania, Abruzzo and Tuscany; the second one is formed by 
Puglia, Valle d’Aosta, Umbria, Calabria, Sicily, Campania, 

Fig. 28  The comparison among Deceased Network Communities and 
Total Cases Network Communities at the end of the 9 weeks of first 
observation period
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Trento, Lazio, Sardinia, Bolzano, Basilicata, Molise and 
Friuli. After 5 weeks, the number of communities further 
decline, as reported in Fig. 11c. In fact, four communities 
are detected: (1) Piedmont, Marche, Tuscany; (2) Lom-
bardy, Veneto and Emilia, (3) Basilicata and Molise, (4) 
Puglia, Friuli, Valle d’Aosta, Lazio, Abruzzo, Umbria, 
Campania, Trento, Liguria Bolzano, Calabria, Sardinia 
and Sicily.

Figures 10e and 11e report the Total Currently Positive 
Network Communities and New Currently Positive Net-
work Communities after 9 weeks. It is possible to notice 
that both networks split into more similar groups such as: 

(1) Lombardy community; (2) Basilicata and Molise com-
munity; (3) Valle d’Aosta, Umbria, Calabria and Sardinia 
community; (4) Emilia and Piedmont community.

The comparison among Total Currently Positive Network 
Communities and New Currently Positive Network Com-
munities at the end of the 9 weeks is reported in Fig. 29 in 
the first observation period.

In contrast, there are different networks such as, Inten-
sive Care Network, Discharged/Healed Network, Swabs 
Network, whose communities evolve differently over time, 
resulting reduced at the end of 9 weeks due to several mem-
bers that leave different groups, see Figs. 7, 12 and 15.

4.2  Second observation period (September 28–
November 29, 2020 ( 2nd wave))

By considering the networks built in the second observation 
period it is possible to note that the topology evolves from a 
sparse to a dense structure and this reflects on the discovered 
communities. In fact, by analyzing the first week in Hospital-
ised with Symptoms Network (Fig. 15a), Total Hospitalised 
Network Communities (Fig. 17a), Total Currently Positive 
Network Communities (Fig. 19a), Discharged/ Healed Net-
work Communities (Fig. 21a), Deceased Network Com-
munities (Fig. 22a), Total Cases Network Communities 
(Fig. 23a), it is possible to notice that the Italian regions 
represent single communities that is reflected by the sparse 
network topology. Especially, in Deceased Network, each 
region forms a single community in the first week and after 
three weeks, whereas, after five weeks, three communities 
are composed by two regions (Fig. 22c): (i) Marche and 
Lazio, (ii) Campania and Abruzzo, (iii) Sicily and Friuli. 
After seven weeks (Fig. 22d), the Italian regions form sin-
gle communities with the exception of three communities 
formed respectively by: Umbria and Calabria, Campania 
and Abruzzo, Lazio and Marche; and a community formed 
by three regions, Friuli, Sicily and Trento. Instead, after 7 
weeks (Fig. 22e), the community composed by Lazio and 
Marche splits into two single communities whereas Umbria 
and Calabria, Campania and Abruzzo, and Friuli, Sicily, 
Trento continue to form communities. Furthermore, by 
comparing the communities extracted from the networks 
in the first observation period and those discovered in the 
second observation period, it is possible to notice a substan-
tial diversity among them. This reflects the different impact 
that the spread of the virus has had on the Italian regions 
considering the different observation periods. In fact, the 
mined communities are different for each kind of COVID-
19 measure and for each considered week. This implies 
that highlighted original clusters of regions with respect to 
COVID-19 data are discovered.

Thus, it should be noted that the network representation 
of similar/dissimilar regions allows showing in a graphical 

Fig. 29  The comparison among Total Currently Positive Network 
Communities and New Currently Positive Network Communities at 
the end of the 9 weeks of first observation period
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Fig. 30  Networks built integrating climate in the first observation period. The formed communities take climate data into account
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Fig. 31  Networks built integrating climate in the second observation period. The formed communities take climate data into account
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way how this varies over time. In addition, community 
detection allows to better identify clusters of regions that can 
be shown both graphically and also considering objective 
measures such as community (cluster) centroid (e.g. mean 
measure). In fact, it is possible to notice that the community 
centroids are different for each individual community sur-
veyed, considering both the different observation periods 
and the individual weeks. Therefore this is an indication of 
the variability of the communities.

The results evidence that community structure evolves. 
For example, the communities grow due to joining of regions 
or the communities reduces due to leaving of regions. This 
allows to evaluate the changes of community coherence in 
relation to different data and along time. We showed that the 
regions most affected by the epidemic (Lombardy, Veneto, 
Piedmont, and Emilia) behaved differently than the other 
regions. This aspect is reflected in the community detection 
analysis in which those regions formed a single community 
or a community among them. In addition, this study also 
allows to highlight that regions geographically distant may 
show similar behaviours and form community. For instance, 
far regions like Calabria, Sardinia, and Molise, form a com-
munity in Hospitalized with Symptoms Network, Total Hos-
pitalized Network, Total Currently Positive Network, Dis-
charged/Healed Network, Total Cases, Deceased Network, 
Intensive Care Network.

In conclusion the CCTV methodology is able to provide 
a snapshot of COVID-19 measures at a given time inter-
val or depict their temporal evolution. The analysis of the 
results could lead to the identification of: (i) an event that 
did not cause a region to move from an initial community, 
(ii) an event that caused a region to move to a more sup-
portive community, for example where fewer people were 
recorded cases or (iii) an event that led to a region to move 
into one. Once the event is identified, it might be possi-
ble to plan interventions to improve the behavior of critical 
regions such as increasing the number of intensive care units 
or swab tests. In this work, we conducted the analyzes at 
the regional level but the methodology can be applicable to 
different zooms, such as the analysis of the behavior of the 
cities in a region or the behavior of the states of in a country 
(e.g. Europe). Therefore, our methodology can be considered 
as a support tool for political and health decisions.

4.3  Integrating climate data with COVID‑19 
measures by using network alignment method

Finally, we wanted to integrate climate data to correlate them 
with a selection of three types of Italian COVID-19 meas-
ures, using network alignment techniques. At first, we built 
three new networks relating to the first observation period, 

three networks relating to the second observation period that 
integrate the chosen COVID-19 measures with climate data, 
and we extracted the communities. As it is possible to see in 
Figs. 30 and 31), the communities related to Intensive Care, 
Total Hospitalised and Total Currently Positive networks 
including climate data are different if compared with those 
extracted from the networks both for the first and for the 
second period on the same networks. This implies that the 
variation of the climate in the Italian territory affects the 
identification of the communities for Intensive Care, Total 
Hospitalised and Total Currently Positive data.

Let’s consider the example of Lombardy in relation to 
Intensive Care Units data. In the first observation period, 
Lombardy formed a single community, except 5 weeks after 
the start of the pandemic in which it forms a community 
with Veneto. In the second observation period, Lombardy 
initially forms a community with Campania, then Lazio joins 
these two. After that, Campania leaves the community and 
finally, until 9 weeks, Lombardy forms a single community.

Instead, by considering the networks obtained by integrat-
ing the climate data, we can see that in the first observation 
period Lombardy forms a community with Trento, while 
in the second period it forms a community with Bolzano, 
Basilicata and Sardinia. Starting from these results, it is pos-
sible to build a forecast model based on climate data.

Hence the CCTV methodology can be used as a decision 
support tool. For example, given a target, such as a maxi-
mum number of infected per inhabitants, it could be ana-
lyze what variations in the climate data may modify those 
infected per inhabitants data. Therefore, a possible rule may 
be: if the climate remains in the positive (i.e. it positively 
affects the COVID-19 measures) side , there is no alarm on 
infected per inhabitants data, on the other hand, if the cli-
mate becomes negative (i.e. it negatively affects the COVID-
19 measures), interventions such as avoiding travel or plan-
ning a lockdown can be planned. So, as affirmed before, our 
methodology can be considered as a tool to support different 
public health policy decisions.

5  Conclusion and future work

The COVID-19 pandemic has spread worldwide very 
quickly. In Italy, the outbreak of COVID-19 has begun in 
the north of the State, and it immediately included all the 
regions. In this work, we introduced a new methodology, 
named CCTV (COVID-19 Community Temporal Visual-
izer), to represent COVID-19 data as networks and to apply 
graph-based methods to evidence regions with similar 
behaviour along the time. The methodology allows to ana-
lyze the impact of clinical evolution of COVID-19 pandemic 
by integrating several clinical, pollution and climate data 
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along geographical and temporal dimensions, for two tem-
poral periods. Since the methodology is able to provide a 
regional zoom of the trend of different factors, e.g. the count 
of COVID-19 patients in Intensive Care Units, the results 
could support the planning of interventions that can be con-
ducted on regions that exhibit a similar response to the pan-
demic. Otherwise, it is possible to use the results as a base-
line to conduct detailed analysis of why regions responded 
differently to the pandemic. The present methodology is gen-
eral and can be applied for the network analysis of different 
data varying over time. As future work, we plan to imple-
ment the graphical user interface of CCTV, to make easier to 
use it, allowing dynamic data analysis configuration, as well 
as the selection of various community detection algorithms. 
Also, we plan to apply CCTV methodology to different PPI 
(Protein-Protein Interaction) human-COVID-19 to analyze 
the evolution over time.
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