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Abstract
Video processing is getting special attention from research and industries. The existence of smart surveillance cameras 
with high processing power has opened the for making it conceivable to design intelligent visual surveillance systems. 
Know a day it is very possible to assure invigilators safety during the examination period. This work aims to distinguish the 
suspicious activities of students during the exam for surveillance examination halls. For this, a 63 layers deep CNN model 
is suggested and named "L4-BranchedActionNet". The suggested CNN structure is centered on the alteration of VGG-16 
with added four blanched. The developed framework is initially turned into a pre-trained framework by using the SoftMax 
function to train it on the CUI-EXAM dataset. The dataset for detecting suspicious activity is subsequently sent to this pre-
trained algorithm for feature extraction. Feature subset optimization is applied to the deep features that have been obtained. 
These extracted features are first entropy coded, and then an ant colony system (ACS) is used to optimize the entropy-based 
coded features. The configured features are then input into a variety of classification models based on SVM and KNN. With 
a performance of 0.9299 in terms of accuracy, the cubic SVM gets the greatest efficiency scores. The suggested model was 
further tested on the CIFAR-100 dataset, and it was shown to be accurate to the tune of 0.89796. The result indicates the 
suggested frameworks soundness.
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Introductıon

Examinations are a fundamental part of any education pro-
gram. Academic cheating is usually administratively handled 
at the classroom or institutional level(Miller et al. 2017). 
We, as humans, possess an amazing skill to comprehend 
information that others pass on through their movements like 
the gesture of a certain body part or the motion of the entire 
body(Feng et al. Feb. 2017). Firstly, HAR is widely used 
in the area of smart homes (Du et al. 2019), where it plays 
two significant roles: health care of the elderly and disabled 
and adaptation of the environment to the residents’ habits to 
improve the quality of their lives (Ternes et al. 2019). Now 
a day's HAR is widely used in every sector where security 
is the primary concern for the organization. For example, 
HAR is an application in the airport to detect passengers' 
activity around boarding areas, baggage claim, passenger 

arrival places, city buses, university gates, and even in some 
cafeterias to recognize fighting, item lost, theft, vandalism, 
and the likes. To handle student suspicious activity in exam 
student cheating detection systems is in significant demand 
in universities during this COVID_19 pandemic to ensure 
both safeties of the invigilators and students. Suspicious acts 
such as Back watching, Front watching, showing gestures, 
Side watching, Answer sharing, copying from notes, carry-
ing a smartphone Walking in the exam hall warrant imme-
diate attention. These activities demand a smart framework 
that can capable of issuing a warning or alarm as a result. 
A good Activity prediction can help the invigilator to take 
action for misbehaving of students in the exam. In addition, 
it limits the biases of invigilators while taking corrective 
measurements. HAR has the potential to have a significant 
impact on a variety of human activities. A deep learning 
algorithm can detect such behaviors automatically. (a) 
Simultaneous activities where individuals can complete a 
few activities simultaneously, like using scientific calculator 
for engineering students, using drawing equipment, (b) some 
times prediction ambiguity occurs, for example, front watch-
ing to copy from students who are in front of him or her can 
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be related to normal front watching, (c) intraclass similarity, 
where students wear uniform cloth,(d) lack of lightning, (e) 
camera focus which is difficult to handle. Automating the 
surveillance events, reduce the invigilators' workload dur-
ing an examination. Aside from its significance, the activity 
detection may worsen due to several technical obstacles. The 
following are some of the most significant challenges: (a) 
occlusion, (b) illumination, (c) variations in objects size, 
(d) variations in appearances because of varying clothing, 
(e) the computational time is another major challenge, and 
(f) the students may help each other by sharing pen or white 
paper, which makes the issue of distinguishing very hard 
to decide. In this work, a deep feature extraction method-
ology is presented for suspicious activity recognition to 
tackle the above-mentioned challenges. For this purpose, 
63 layers of CNN-centered deep architecture are intended 
for feature acquisition. The acquired deep features are opti-
mized through a feature selection algorithm. The foremost 
contributions are mentioned as under:

(i)	 A dataset of different suspicious activities is prepared 
from CUI-EXAM and CIFAR-100 (Sawant 2018; 
Topirceanu 2017; Keresztury and Cser 2013)

(ii)	 A 63 layers CNN network, named as L4-BranchedAc-
tionNet, is proposed. The network is initially trained 
with a CUI-EXAM dataset and the features of a suspi-
cious activity recognition dataset are extracted on this 
pre-trained network.

(iii)	 Entropy-coded ACS is applied for feature subset selec-
tion.

(iv)	 Various classifiers are utilized to monitor the top clas-
sifier's functioning.

(v)	 The outcomes depict the acceptable accomplishment 
of the intended work.

The manuscript is written according to the following 
sequence.  “Introductıon” and “Lıterature revıew” sections 
are comprised of the introduction part and the literature 
insight respectively. “Materıal and methods” section encom-
passes the proposed approach. “Results and dıscussıon” sec-
tion depicts results and discussion with details of Perfor-
mance evaluation experiments and time graph. “Conclusion” 
section shows the paper’s conclusions.

Lıterature revıew

This section discusses the different methodologies used to 
detect human activity and suspicious actions in different lit-
erature. Convolutional Neural Networks (CNN) are used in 
a wide range of activities and have impressive results in a 
wide range of applications. The recognition of handwritten 
digits was one of the first applications in which CNN archi-
tecture was successfully applied (Jordan 2001). The addition 

of new layers and the usage of other computer vision tech-
niques have enhanced CNN networks steadily since its debut 
(George and Prakash 2018). Convolutional Neural Networks 
are mostly used in the ImageNet Challenge with various 
combinations of sketch datasets (Divakaran et al. 2018). 
Few researchers have compared the detection abilities of 
a human subject to those of a trained network using visual 
data. According to the results of the comparison, a human 
being corresponds to a 73.1% accuracy rate on the dataset, 
whereas the results of a trained network reveal a 64 percent 
accuracy rate (Mabrouk and Zagrouba 2018). Similarly, 
when Convolutional Neural Networks were applied to the 
same dataset, they achieved a 74.9% t accuracy, exceeding 
human accuracy (Mabrouk and Zagrouba 2018). To achieve 
a significantly higher accuracy rate, the deployed approaches 
generally make use of the strokes' order. Studies are under-
way to better understand the behavior of Deep Neural Net-
works in a variety of circumstances (Booranawong et al. 
2018). These experiments show how little adjustments to a 
picture can drastically alter grouping results. The work also 
includes images that are completely unrecognized by the 
public. There has been a lot of development in the area of 
feature detectors and descriptors and many algorithms and 
techniques have been developed for object and scene clas-
sification. We generally enticement the similarity between 
the object detectors, texture filters, and filter banks. Work 
is abundant in the literature on object detection and scene 
classification (Feng et al. Feb. 2017). Researchers mostly 
use the current up-to-date descriptors of Felzenszwalb and 
context classifiers of Hoeim (Ternes et al. 2019). The idea 
of developing various object detectors for basic interpreta-
tion of images is similar to the work done in multi-media 
communities in which they use a large number of “semantic 
concepts” for image and video annotations and semantic 
indexing (Hsu et al. 2018). In the literature that relates to 
our work, each semantic concept is trained by using either 
the image or frames of videos. 11 As a result, with so many 
jumbled things in the scene, the technique is difficult to use 
and understand. Previous methods concentrated on single-
object detection and classification based on human-defined 
feature sets. These proposed methods (Feng et al. Feb. 2017) 
investigate the relationship between objects in scene clas-
sification. The object bank was subjected to a variety of 
scene classification techniques to determine its utility. Many 
other forms of study have been done with an emphasis on 
low-level feature extraction for object detection and classi-
fication, such as the histogram of oriented gradient (HOG), 
GIST, filter bank, and a bag of feature (BoF) implemented 
through word vocabulary (Ternes et al. 2019). The various 
methodologies used in human activities detection and action 
recognition during the examination for detecting and clas-
sifying student activities during the exam. The activities 
are detected, recognized, and classified using a variety of 
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methods. Exam cheating is becoming a common occurrence 
around the globe, regardless of educational levels. To sub-
stantiate the conclusion, available research was examined. 
Various human-based activity approaches that provide a clue 
to conduct exam activity recognition research were defined 
in this section. According to the authors of this study, there is 
a very rare work in the literature that focuses on exam activ-
ity tracking using computer vision. However, this area can 
be associated with other human-based activities recognition 
frameworks. Despite the lack of specifically applicable work 
that can be used as a benchmark for this work, a thorough 
examination of various invigilation types and exam rules in 
higher education has been undertaken to solidify the study 
result. The student code of conduct books of ten (10) Ethio-
pian higher education institutions were examined to deter-
mine what acts are considered to be unlawful examination 
attempts. The invigilator assignment guidelines of selected 
universities (the two Ethiopian universities of science and 
technology, five from applied universities, and three from 
research universities) have been carefully investigated. The 
number of invigilators(s) is assigned depending on the num-
ber of students sitting for an exam. The whole(room) of the 
exam is also considered as input to allocate several invigila-
tors. The review below illustrates the latest approaches found 
in the human activity categorization. Various researchers 
recognize human activity by various models like HMM 
model for shot boundary detection (He et al. 2018) as shown 
in Fig. 2.1 below adopted from HMM model for shot bound-
ary detection Early studies on action recognition relied on 
hand-designed features and models (Chang et al. 2019; 
Hayes 2018). Recently various networks have been pro-
posed to capture both the spatial and temporal information 
for video classification tasks including 2D CNN-based meth-
ods (Booranawong et al. 2018; Ranjan et al. 2019; Daniels-
son and Hansson 2018), RNN-based methods (Ternes et al. 
2019), and 3D CNN-based methods (Du et al. 2019; Devine 
and Chin 2018; Noah et al. 2018; Venetianer et al. 2018; 
Ketcham 2017; Failed 2018c). In 2D CNN-based methods, 
high-level information is usually captured by a 2D CNN for 
each frame, and various fusion techniques including early 
and late fusion are applied to obtain the final prediction 
for each video. Various approaches are used in the related 
subfields such as for human detection(Nigam et al. 2019; 
Schwarzfischer et al. 2019; Finne et al. 2018), human behav-
ior recognitions(Dhiman and Vishwakarma 2019; Hassan 
et al. 2018; Nigam et al. 2019; Schwarzfischer et al. 2019), 
and human activity detection(Jalal et al. 2019; Nguyen et al. 
2018; Dhiman and Vishwakarma 2019). Zhang et al. (Sun 
et al. 2018) propose a new technique detecting the human in 
RGB-D pictures that integrate region of Interest(ROI) crea-
tion, depth size relationship approximation, and human indi-
cator. Several authors also address different neural network 
models. In 2D CNN-based methods (Tripathi et al. 2018; 

Irfan et al. 2018; Zhang 2014), high-level information is 
captured by a 2D CNN for each frame, and various fusion 
techniques including early and late fusion are applied. Some 
interesting analytical studies have recently investigated 
which categorize of videos require temporal information for 
recognition. The approaches in Jalal et al. (2019); Nguyen 
et al. 2018) utilize the video classification 14 methods that 
exploit the appearance information of the object of inter-
est in video to produce a highly accurate 3D classification. 
Given limited annotated from only 20%-50% annotated sam-
ples, the proposed approach can learn CNNs that can poten-
tially outperform those trained in a fully supervised manner. 
Xin et al. (Dhiman and Vishwakarma 2019; Hassan et al. 
2018) have performed improvement in the global features. 
The improvement over the supervised method, details for 
the generation of natural language explanations in addition 
to visual information in the video allows for further analysis 
of video labeling. Also, there exists a lot of work in human 
recognition with a vital role in activity recognition(Ranjan 
et al. 2019; Agarwal et al. 2019).

Materıal and methods

The materials and implementation techniques used in this 
work will be discussed in this section in detail. Also, the 
explanation of the suggested 63 layers CNN model is dis-
cussed in this section (Fig. 1). The framework's major steps 
include Data preparation, Handcrafted data labeling, Train-
ing the proposed CNN architecture on the CUI-EXAM data-
set, feature extraction of the action recognition dataset on the 
proposed CNN architecture, feature subset selection using 
(ACS) algorithm, and classification using various classifiers. 
In an autonomous features extraction and classification pipe-
line, a new CNN-based model with 63 layers is proposed. 
L4-Branched-ActionNet is the name given to the entire pipe-
line. Figure 2 depicts the proposed L4-BranchedActionNet's 
graphical structure. VGG16 [63] serves as the foundation for 
the proposed architecture pipeline. Finally, the ensembled 
selected feature vector is fed to the SVM-based classifiers 
to get the classification results. The detailed block diagram 
is shown in Fig. 2. The steps depicted in the block diagram 
are discussed one after the other in the accompanying sec-
tion. It is very important to label students’ suspicious activi-
ties during the examination. Although many researchers pay 
high attention to HAR surveillance security to ensure human 
safety and health as well.

L4-Branched-ActionNet was introduced mainly to enable 
the training process across clustered GPUs with low memory 
capacity. The filters are split into multiple divisions in a 
Conv. All groups oversee a collection of 2D convolutions 
with a specific range. And Batch Norm is used for adjust-
ing channel neurons over a small batch's defined amount. It 
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calculates the mean and variance in fragments. The mean is 
derived, and the features are separated using the standard 

deviation. The mean of the batch � = �z⋯ �w is measured 
as follows:

Fig. 1   The intuition of the proposed L4-Branched-ActionNet based framework for suspicious activity recognition

Fig. 2   Structure of proposed framework
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here w represents the number of feature maps in a batch. The 
proposed CNN model employs both ReLU and Leaky_ReLU 
operations. The standard ReLU transforms all numbers that 
are lower than 0 to 0. For values less than zero, Leaky ReLU 
has a small slope rather than being zero.

Methods

The framework proposes a classification of students' suspi-
cious activity in the exam hall. Labeling of such activities is 
based on suspicious activities taken as input from surveil-
lance cameras during the examination. The proposed meth-
odology is developed for the system that is based on com-
puter vision. The model integrates resizing the images in the 
whole dataset and their conversion to grayscale images, fea-
ture extraction, selection, and classification of images. After-
ward, the fused features are selected by implementing the 
Principal Component Analysis method. Lastly, the selected 
features are classified using a support vector machine and 
fine KNN. The proposed method uses the newly created 
dataset to evaluate its effectiveness.

Deep feature extraction

The proposed approach is intended to feature extraction from 
the deep-trained CNN pipeline. Therefore, for Training a 
CUI-EXAM is employed. There are 3500 Training and 500 
validation images for each class. All the learning and valida-
tion images are mixed for pre-training, making 600 images 
in every class. The mixed dataset is supplied to the proposed 
CNN model for training. The trained network is then used 
for feature extraction on action recognition datasets and the 
FC_18 layer is chosen for features extraction. Total 4096 
features are attained per image from the FC_18 layer. The 
prepared dataset contains a total of 4000 images extracted 
from videos for training. This makes the feature set dimen-
sion of all datasets 4000 × 4096.

Feature selection

For feature selection, we use the PCA algorithm to select the 
robust features and to elicit the selected featured subset from 
the set of complete feature sets. In the cheating dataset, it is 
very tough to identify an individual parameter that further 
characterizes the performance of matching across the num-
ber of features(Noah et al. 2018).

(1)Mean� = 1∕w
∑w

z
1�z Ant colony optimization‑based features subset selection

This approach comes under the category of wrapper-based 
approach. It is also known as ant colony system-based fea-
ture optimization. It depends on the probability theory (Finne 
et al. 2018). It is inspired by ants’ behaviors. The ants while 
traveling, spread a substance known as a pheromone. This sub-
stance intensity reduces with time. The ants follow the route 
with probabilistically high intensity of pheromone. This guides 
them to seek the least cost route. The movement of ants is just 
like traveling in a graph i.e., from node to node. A node depicts 
a feature and the edges among the nodes show the option to 
select the following feature. The algorithm seeks the optimal 
features. The algorithm stops when the least number of nodes 
are visited, and a stopping condition is reached. All nodes in 
the graph are connected in a mesh-like structure. The phero-
mone values are coupled with nodes (features). The feature is 
selected by an ant depending on the probability at a certain 
time mathematically given as:

where 
(

�1, �2,… , �k
)

 represents the feature set. If these fea-
tures are not yet visited, then they will be the component of 
the unfinished solution.  and �j depict pheromone and 
empirical values linked with the ith feature.  and  show 
the cost of pheromone and empirical knowledge, respec-
tively.  portrays the time limit.

Feature fusion

If we describe SFTA feature vectors as:

where FS1×d
 represents the vector dimensions of the SFTA 

feature vector, Furthermore LBP feature vector describes as:

where FL1×d
 represents the vector dimensions of the LBP fea-

ture vector, Furthermore Gabor feature vector describes as:

where FG1×d
 represents the vector dimensions of the Gabor 

feature vector, the given input features vectors are simply 
linked together successively or horizontally. The concat-
enated vector is represented as:

(2)

(3)FS1×d
=
{

S1×1, S1×2, S1×3 … S1×d
}

(4)FL1×c
=
{

L1×1, L1×2, L1×3 … L1×c

}

(5)FG1×r
=
{

G1×1, G1×2, G1×3 … G1×r

}

(6)FR1×j
=
∑

(FS1xd
,FL1xc

,FG1xr
)
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where FR1×j
 the output resultant vector is the combined fea-

ture vector after concatenation and j = d + c + r then the mean 
is calculated of the output feature vector as:

Following that Euclidian distance is searched out for 
each feature w.r.t mean value and put on an activation 
function that will organize the vector in the least distance 
order. The Euclidian distance of the features are explained 
as:

The resultant feature vector is represented as:

Classification

Next after extracting the feature, the system is classified 
utilizing different classifiers and a verification process 
is implemented based on these selected features. In this 
phase of activities classification, we apply the selected 
classifiers Fine KNN and Cubic SVM. The entropy-coded 
ACS-based chosen features are at the end passed to the 
predictor for categorization. The various SVM versions 
(support vector machine) and KNN (K nearest neigh-
bors) are deployed to observe the system performance. 
Such versions include linear SVM (Lin-SVM), quadratic 
SVM (Quad-SVM), fine Gaussian SVM (Fin-Gaus-SVM), 
medium Gaussian SVM (Med-Gaus-SVM), coarse Gauss-
ian SVM (Cor-Gaus-SVM), cubic SVM (Cub-SVM), 
cosine KNN (Cos-KNN), coarse KNN (Cor-KNN), and 
fine KNN (Fin-KNN). The detailed study of SVM versions 
can be retrieved from Schwarzfischer et al. (2019); Noah 
et al. 2018; Li et al. 2018) while the detailed study of KNN 
versions can be regained from Booranawong et al. (2018); 
Mabrouk and Zagrouba 2018; Hsu et al. 2018). Observ-
ing the performance outcomes, Cub-SVM becomes the 
best-performed classifier for the selected action datasets. 
I evaluated different classification algorithms (discrimi-
nant analysis, Bayesian, neural networks, support vector 
machines, decision trees, rule-based classifiers, and near-
est-neighbors), implemented in MATLAB. I used 4000 
datasets, which represent the whole CUI_Exam dataset 
to achieve significant conclusions about the classifier 
behavior. The classifiers most likely to be the bests are 
the support vector machine (SVM) versions, the best of 
which (implemented in MATLAB) achieves 0.9299 of the 
maximum accuracy.

(7)Fk =
1

j

j
∑

i=0

FRi

(8)Fd =
{

d1,d2,d3, … dj
}

(9)fF1×k
=
{

F1×1,F1×2,F1×3,…F1×K

}

Results and dıscussıon

In this work, the proposed architecture has been described. 
The main goal of this research is to create a CNN structure 
that can tackle the supplied dataset. The Deep L4-Branche-
dActionNet CNN Network suggested here is solely utilized 
to extract powerful features following feature selection. The 
pretraining is performed on a third-party dataset i.e., CUI_
EXAM. Also, the proposed 63 layers Deep L4-Branched-
ActionNet CNN Network is created after extensive experi-
mentation. After many experiments performed on six 
classes(Front watching, Back watching, Side watching, 
Normal, Suspicious watching, and Showing gestures). Dif-
ferent approaches are followed to finalize this architecture. 
The foremost approaches include fine-tuning, adding, and 
removing different layers. In its final form, the 63 layers 
architecture is found good with the best outcomes in terms 
of performance. The discussion and interpretation of the 
outcomes of the proposed framework are described in this 
portion. The dataset is defined first in this section. The pro-
cedure for evaluating performance is then portrayed. Finally, 
the tests are well discussed. All the mentioned experiments 
in this manuscript are conducted on a Pentium core i-5 sys-
tem containing 8 GB of memory. The training is aided with 
NVIDIA GTX 1070 GPU comprising 8 GB RAM. The cod-
ing is performed by using MATLAB2020a.

Dataset (preparation and augmentation)

The training and performance evaluation in this work is 
performed on two different datasets. The first dataset is the 
CUI-EXAM which is comprised of approximately 4000 
images of students ‘activities acquired through CCTV 
cameras during exams. The second dataset is CIFAR-100. 
CIFAR is a repository of images with 100 classes. Dataset 
(CUI-EXAM) is for students behavior detection and classi-
fication containing bounding boxes from 100 videos anno-
tated into 6 action classes (Front watching, Back watching, 
Side watching, Normal, Suspicious watching, and Showing 
gestures) (Fig. 3). To increase the size of the dataset, image 
augmentation is utilized by flipping the images. This doubles 
the size of the dataset. The sample dataset is shown in Fig. 4.

Performance measures

The 5-folds mechanism for the cross-validation is employed 
for booth learning and assessment. fivefold cross-validation 
is used for ground reality class marks. It makes up 80% of 
the data for each fold is chosen at random for preparation, 
while the remaining 20% is chosen at random for testing. 
To evaluate the quality of the algorithm, some evaluation 
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measurements such as Accuracy, Confusion matrix, Mis-
classification rate, TPR, FPR, Sensitivity (SEN), specific-
ity (SPE), precision (PRE), prevalence, Error rate (ER), F 
Score and ROC Curves, and AUC are calculated from out-
put image. First, the algorithm is implemented on the given 
input image taken from the dataset of cheating monitoring 
during the examination to extract the output image or feature 
image. The evaluation metric is then calculated to check the 
efficiency of a given algorithm. Sensitivity and specificity 

were calculated to assess the correctness of the algorithm 
(Fig. 5). Higher accuracy scores, SEN, and SPE ensure the 
classifier’s effectiveness also the good quality of the algo-
rithm. Other evaluation measures can ensure the error rate 
or erroneous results obtained by a given algorithm. TPR 
and TNR are used to obtain the true classification rate of 
a given algorithm. The value of TPR and TNR or 1 value 
ensures that the given algorithm produces an error-free and 
better result. FPR and FNR are used to obtain the error rate 

Fig. 3   Representation of a 
Datasets

Fig. 4   CUI-EXAM Dataset

Fig. 5   ROCs and AUCs of all classes having best results using CSVM on CUI-Exam dataset
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of a given algorithm. The value of FPR and FNR or zero 
value ensures the correctness of the given algorithm. Every 
point on the ROC curve shows the SEN/SPE correspondence 
towards a particular decision threshold. AUC measures the 
extent to which the parameters distinguish between differ-
ent classes.

Training/testing procedure

For Performance evaluation of the proposed technique, 
4000 images of students’ (during the examination) data-
base are trained and tested, these images are trained on 
all SVM’s (Support vector machine) and KNN’s classifier 
learners including all SVM classifiers and KNN classi-
fiers. Results of this performance evaluation against the 
proposed technique of feature fusion, there are several 
experiments performed using different features both in, 

(10)Sensitivity (recall∕TPR) =
TP

TP + FN

(11)Accuracy =
TP + FN

TP + TN + FP + FN

(12)Specificity(TNR) =
TN

TN + FP

(13)AUC(TNR) =
TP + TN

TP + TN + FP + FN

(14)Precision =
TP

TP + FP

(15)F-measure = 2 ×
Precision × Recall

Precision × Recall

(16)G-Mean =
√

TPR × TNR

individual and combination of multiple features for the 
evaluation of best feature combination based on their high 
Accuracy score. This results in us the best combination of 
feature descriptors of the highest returning Accuracy score 
of the classifiers of Cubic SVM and Fine KNN.

Conclusion

Suspicious activity recognition has been an important 
area of research in recent years. Recognizing students’ 
suspicious activities automatically in a well-timed man-
ner will help the invigilator to take accurate and fair 
action. This work is encompassed to classify the suspi-
cious activities using a proposed 63 layers CNN network 
named L4-Branched-ActionNet. The network is trained on 
the CUI-EXAM dataset. The features are then fed to an 
entropy-coded ACS scheme to reduce the features. The 
training and testing of the dataset selected features are per-
formed with different variation versions of SVM and KNN 
categorizers. The findings are repeated on these classifiers 
by altering the number of features at the feature choice 
phase. The lower performance is attained on 100 features 
with an accuracy of 0.9299 with the Cub-SVM classifier. 
The best classification results are considered with 1000 
features using a Cub-SVM classifier having an accuracy of 
0.9299. The CSVM is found to be the overall best, having 
better performance in all experiments. The results are also 
validated on the CIFAR-100 dataset and compared with 
recent works. The acceptable and comparable results dem-
onstrate the legitimacy of the suggested approach. Feature 
fusion can be implemented by taking features from another 
CNN-based network. Existing works show superior out-
comes in this regard. However, we suggest this task be 
explored in the upcoming future. Moreover, new deep 
learning building blocks and feature selection methods can 
be checked in this domain for a dominant performance as 
to future work (Tables 1, 2 and 3).

Table 1   Performance of the 
model on the datasets

Classifier Correctness Sensitivity Specificity Precision Measure Percent

LSVM 64.53 73.28 62.62 29.94 42.52 67.74
QSVM 83.22 91.01 81.53 51.79 66.01 86.14
FGSVM 42.68 47.29 41.68 15.02 22.80 44.39
MGSVM 83 90,52 82.25 52.56 66.58 86.28
CGCVM 73.07 58.37 54.35 21.80 31.75 56.33
CSVM 92.99 94.33 89.69 66.61 78.08 92.99
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