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Multicomponent self-assembly mixtures offer the possibility of
encoding multiple target structures with the same set of interact-
ing components. Selective retrieval of one of the stored structures
has been attempted by preparing an initial state that favors the
assembly of the required target, through seeding, concentration
patterning, or specific choices of interaction strengths. This may
not be possible in an experiment where on-the-fly reconfiguration
of the building blocks to switch functionality may be required. In
this paper, we explore principles of inverse design of a multicom-
ponent, self-assembly mixture capable of encoding two compet-
ing structures that can be selected through simple temperature
protocols. We design the target structures to realize the generic
situation in which one of the targets has the lower nucleation
barrier, while the other is globally more stable. We observe that,
to avoid the formation of spurious or chimeric aggregates, the
number of neighboring component pairs that occur in both struc-
tures should be minimal. Our design also requires the inclusion
of components that are part of only one of the target structures.
We observe, however, that to maximize the selectivity of retrieval,
the component library itself should be maximally shared by the
two targets, within such a constraint. We demonstrate that tem-
perature protocols can be designed that lead to the formation of
either one of the target structures with high selectivity. We discuss
the important role played by secondary aggregation products in
improving selectivity, which we term “vestigial aggregates.”
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elf-assembly is a fundamental manufacturing mechanism of

Nature. Many mesoscale cellular structures required for bi-
ological functionality, such as membranes, microtubules, actin
fibrils, ribosomes, etc., are formed through self-assembly, often
driven by nonequilibrium forces (1, 2). Even though the cyto-
plasm contains thousands of molecular components, the various
cellular structures self-assemble with remarkable precision and
may even share components (3). However, in rare cases, they
can misassemble, leading to impaired function or even diseases
(4, 5). Mechanisms for controlling synthesis in the cell, such as
molecular chaperones and compartmentalization of enzymatic
action (6-8), are widely studied.

When designing self-assembling systems, one must contend
with unwanted “off-target” structures. It is therefore impor-
tant to understand what causes misassembly and how it can
be avoided, both at the design stage and during assembly. On
the other hand, an ability to reuse the same building blocks to
assemble different structures can be extremely useful to create
smart materials that can change their functionality in response
to an external stimulus. Often, such materials are designed to
change their shape and functionality through conformational or
morphological changes of their building blocks (9-15). However,
it is also possible to have multiple structures that differ in the
spatial arrangement of their building blocks. Multicomponent
mixtures not only allow for such a design (16-20), but can also
form finite structures with arbitrary complexity (21, 22). Exper-
iments with DNA bricks have shown a way of self-assembling
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complex structures with hundreds of distinct components (23,
24). Such an addressable assembly, where each component and
its position in the target structure are uniquely defined, is made
possible because of the complementarity of the DNA hybridiza-
tion process.

Here, we investigate the generic problem of designing two
competing target structures of distinct shape, a feature that
we show involves new nontrivial challenges. By designing the
location of components and the strength of their interactions,
we show that the nucleation behavior of the target structures
can be tuned such that either of them can be assembled using
distinct time-varying temperature protocols. Further, such a de-
sign shows that to avoid chimeric aggregation, the neighborhood
of the individual components in the two structures should be
maximally different. We show that the design of the competing
structure requires the inclusion of components that form part of
only one of the two structures. However, in order to maximize
the selectivity of self-assembly, the component library should be
maximally shared by the targets, within the constraints imposed
by the design.

We begin by noting that even with a single target structure,
multicomponent systems assemble quite differently from
classical nucleation, due to the fact that the components need
to bind in certain specific ways to form the correct structure (25,
26). Numerical evidence and theoretical analyses have shown
that multicomponent self-assembly proceeds via a nonclassical
nucleation process (27-30). For successful assembly, the
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theories also predict a protocol that allows for slow nucleation
followed by completion of growth at a lower temperature
(30, 31). Due to incidental interactions between components,
there may also be numerous undesired ways in which they
can aggregate, which increases the probability of formation of
undesired structures. Thus, the designed interactions should
be made sufficiently strong, so as to offset this entropic effect
(32, 33). Some studies suggested that a narrow distribution of
designed interactions is required for error-free self-assembly
(32, 33). However, other studies showed that variable bond
strengths may improve the kinetics and diminish the competition
between fragments that are incorporated at an early stage
(30, 34). To avoid the formation of off-target structures, it is
important that the self-assembling structure can anneal during
growth. This implies that the assembly should take place under
thermodynamic conditions, where the growth is almost reversible
(30, 35). As a consequence, the range of thermodynamic
parameters within which self-assembly can be made error-free is
significantly reduced (24, 27, 36, 37).

Focusing now on strategies to design multiple target structures
from the same building blocks, the two most pertinent questions
are: 1) how to design the targets while avoiding misaggregation;
and 2) how to guide their self-assembly into specific target struc-
tures. The simplest examples of distinct targets that form from
the same building blocks are objects that have the same shape,
but differ in the spatial arrangement of building blocks (16-18).
Components that are neighbors in any of the multiple targets are
assigned attractive interactions. If the interactions are of equal
strength, then the retrieval of any specific target from the mixture
requires a target-specific seeding procedure or concentration
pattern. Selective retrieval by strengthening a few bonds specific
to the desired target has also been attempted (16, 18), in which
case the system always favors the formation of one structure over
others.

Self-Assembly Targets

To explore the strategy for designing different structures from the
same building blocks, we consider two structures (square [S] and
plus [P]), defined on a two-dimensional square lattice (Fig. 14).
Each target is composed of N =100 square blocks, with four
distinct interacting edges. Each component is represented with
a distinct color, but the four possible orientations are not shown
for the sake of clarity. To begin with, we consider S and P to be
made of the same set of 100 distinct components. The labeling
of the blocks is arbitrary and is done in sequential order in the
S structure. These components are placed randomly in the P
structure with random orientations.

A B

Given the two targets, we need to specify interactions between
the edges of the components, such that they are stable. Rep-
resenting by k,1 € {1,2,3...,4M} a pair of component edges,
where M is the size of the component library, the interaction
matrix / that encodes both targets has the form

<0, iftheedgesk and [ arein
Ly contact in S or P (11
=0, otherwise.

Initially, we assign equal strengths —e to all the bonds and
compute their free-energy curves as a function of the aggregate
size, using the method of Jacobs et al. (28, 30), which is outlined
in SI Appendix, section 1. In Fig. 1B, we show the free-energy
curves for two temperatures, with all components having the
same concentration p = 7.5 x 10~° in the mixture, which corre-
sponds to having three copies of each component in a 200 x 200
lattice. While this is a relatively small system, it is sufficient to
demonstrate the important features of our design.

The differences in the connectivity of the two structures natu-
rally give rise to differences in their free-energy landscapes. From
Fig. 1B, it is clear that we can devise a temperature protocol to
selectively retrieve target S, since it can nucleate at the higher
temperature shown where P is unstable, and the growth can
be completed at the lower temperature (28, 30). However, we
cannot define a protocol for the formation of P without the
simultaneous formation of S. There could also be other spurious
or chimeric aggregates, as explained below, and, in general, it
is not possible to predict such aggregates a priori. However,
we show below that we can avoid spurious aggregation by an
appropriate choice of interactions and composition of the target
structures. In the following sections, we discuss how to choose the
target compositions and our scheme for tuning the interactions
that allows selective retrieval of either structure through different
temperature protocols.

Choosing the Target Compositions

Although it may be possible to design the structures with fewer
components than N, we do not do so, as larger libraries are
better for kinetic accessibility of the structures (33, 38). Because
the components are shared, the neighboring components with
attractive interactions of a given component can be different
in the two targets. Such promiscuous interactions could lead to
assembly errors because an exposed edge of a growing aggregate
has multiple candidates for attachment. A possible strategy to
minimize the number of aggregation paths due to promiscuous
interactions is to maximize the number of components that share
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Fig. 1. A shows the two structures that we use as design targets in this study. Each target is made of 100 distinct components—square blocks with four
interacting faces and an orientation (not depicted for the sake of clarity). We shall change the composition of the targets later in our design. B shows the
free-energy landscapes of the two targets at kg7 /e = 0.156 and 0.164 when all designed bonds are of equal strength ¢. (C) lllustration showing two example
structures, Ty and Ty, that differ in their internal arrangement of components, except for one common bond, as highlighted by the broken red rectangle. In
C, Right, a possible chimeric aggregate that is part T and part T, is shown. (D) Schematic showing a scenario where one target has the lower barrier, while
the other has the lower free-energy minimum. As the temperature is increased, the structure with the lower barrier will become unstable first.
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the share the same neighborhood in the two structures. However,
such a strategy, while reducing the number of aggregation paths,
causes chimeric structures to be more stable. We illustrate this
in Fig. 1C, which shows two structures, T; and T2, each made of
the same set of 16 distinct components, which differ in their in-
ternal arrangement of components. There is one pair of nearest-
neighbors that are shared by both the structures indicated by
dashed red rectangles. In Fig. 1 C, Right, a possible chimeric
aggregate is shown. The (stable) chimera is made of parts of
T; and T» that are held together by two bonds. This shared
motif acts as a stronger glue between the incompatible pieces
than individual shared sites may be. This point is further de-
tailed in SI Appendix, sections 2 and 3. In SI Appendix, section 2,
we demonstrate the effect of maximizing the number of shared
bonds on the self-assembly of our example structures S and P. We
discuss additional considerations relevant to avoiding spurious
aggregation in SI Appendix, section 3.

We therefore minimize the number of shared bonds between
the two structures. Additionally, the boundaries of the two targets
need to be inert to prevent any aggregation beyond completion
of the desired structures. This is partly achieved by using the
same set of components for the boundaries of each structure.
However, since their boundaries can be of unequal lengths, there
will be some blocks that have nonzero interactions. To avoid this,
we choose a slightly larger component library to begin with, so
that the extra components serve as additional boundary blocks.
Before we proceed with the implementation, we discuss how to
tune the interactions for protocol guided retrieval.

Tuning the Interactions for Targeted Retrieval

Considering that a temperature range is available in which the
target structures can form through a nucleation process, we
generically have the possibilities that the free-energy barrier and
the free-energy minimum for one structure is higher than for the
other or that one of the structures has a lower free-energy barrier
while having a higher free-energy minimum when fully formed.
In the former case, no obvious protocol exists to selectively form
the structure with a higher free-energy barrier and minimum,
whereas for the latter, such a protocol can be devised, as we
discuss below. We thus consider the latter scenario. Further, as
we describe, such a scenario can be realized through different
approaches.

The free-energy curves for the situation we consider are shown
schematically in Fig. 1D. At low temperatures, both the structures
are stable. The structure P has the lower nucleation barrier, but
the structure S is globally more stable (or vice versa). As the
temperature is increased, the structure P becomes unstable, while
the structure S remains stable or metastable. At T}, where P
has a sizeable, but surmountable, nucleation barrier, we would
nucleate P with a higher probability than S. If the nucleation
barrier of S is sufficiently high, then we would rarely nucleate S so
that we can grow P with a high degree of selectivity. On the other
hand, at sufficiently lower temperatures, both S and P will be able
to nucleate (possibly along with other, disordered aggregates).
Once they nucleate, we can then make P (as well as disor-
dered aggregates) dissociate back into the mixture by increas-
ing the temperature until P becomes unstable, thus selectively
retrieving S.

We can achieve such a scenario by tuning the strengths of the
individual bonds between the components (or the chemical po-
tentials of the components, which we do not pursue here). Never-
theless, both approaches are illustrated in ST Appendix, section 4.
This is possible as long as there are enough bonds in either
structure. Experimentally, the tuning of bond strengths can be
achieved by varying the size or the number of attractive patches,
in the case of patchy colloids, or by varying the strand lengths,
in the case of DNA bricks. Specifically, we require the product
AFnuc X AFn, to be negative and their magnitudes such that:
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1) There is a sizeable difference in their nucleation rates; and
2) S remains stable for a sufficiently higher window of tempera-
tures than P. In Optimized Target Compositions and Free Energies,
we perform the optimization of the target composition and the
interaction strengths for our example structures.

Optimized Target Compositions and Free Energies

In our example, target S has a boundary of length 36 blocks,
and P has a boundary of length 50 blocks. Using the boundary
components from S to form the boundary of P, we would need
an additional 14 components to make the boundary of P fully
inert, thus increasing the size of our component library M to 114.
Consequently, only 86 components are shared by both S and P,
and each target has 14 components that are unique to it.

We start with an initial assignment such that S is made of
components 1 to 100, and P is made of components 15 to 114.
We then iterate on the internal permutation of components and
their orientations so as to minimize the cost function

t
C= Nshared—bonds + Nactive—boundary + f X E E TaBs
t€{S,P} (a,B)

shared

[2]
where nhared—bonds 1S the number of shared bonds between the
twWo targets, Nactive—boundary 1S the number of boundary compo-
nents that have nonzero interactions, and g = |rl, — r| is the
separation between a pair of components a and S in target ¢,
where « and 3 are shared by both targets. f < 1 is a weight
factor to ensure that the first two terms are minimized with
higher priority. At each step, we swap the identity of two random
sites within a target or perform random rotation of a randomly
chosen component in one of the targets and accept the move
with probability exp(—yAC), with v =0.05"" and the weight
f =0.0002 for our specific example. The third term ensures that
the shared components form compact cores in either target. The
reason for this shall be clear later, when we introduce the idea of
vestigial aggregation as a chemical buffer.

The composition of the targets after such an optimization is
shown in Fig. 24. The open green/white and orange/white blocks
are unique to either target, while the other components are
shared. The choice of a larger library ensures that there are no
interacting boundary edges, and, in our specific case, there are
no shared bonds between the two targets either; i.e., the first two
terms of Eq. 2 are zero in the optimized composition. Note that
the composition shown here is not unique and that there may be
many such equivalent arrangements.

Once the compositions are fixed, we tune the bond strengths.
This is done by initializing the strength of all designed bonds
to —e and performing random updates on the individual bonds
and accepting them with probability exp(—yA D), where ~ is the
inverse optimization temperature (0.03~! in our case) and D =
AFnuc X AFpm. The value of A Fy,c and A F,y,,, are computed
at a fixed temperature kg T'/e = 0.156 such that with all bonds
at equal strength, both structures have a nucleation barrier of
about 10kp T'. For the free-energy calculations, we took the free-
monomer concentration p = p, = 7.5 x 107° for all component
species «, which is the value we use in our Monte Carlo (MC)
simulations. We tuned the bond strengths until |A Fry.| = 3k T,
which gave |A Fyin | & 42kp T'. This corresponds to about 40 MC
updates per bond. The distribution of bond strengths for both
S and P after the optimization are shown in Fig. 2B. While this
method works well, it is not optimal for targeting the individual
magnitudes of AF,,. and AF,,,, and one might consider a
different cost function. Further, we emphasize that the free-
energy curves can also be optimized in other ways, as discussed
in SI Appendix, section 4.

In Fig. 2C, we show the free-energy curves after the opti-
mization of the bond strengths. With the tuned interactions, the
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Fig. 2. A shows the target structures with optimized internal composition.
The colors of the blocks represent the component type. The open squares
in green and orange shades are unique to either target, while the other
components are shared. B shows the distribution of bond strengths for the
two structures after they have been tuned, as described in the text. C shows
their free-energy curves after the optimization. D shows the nucleation
barriers of the two structures versus temperature after the tuning.

rate at which the nucleation barriers increase with temperature
is different for the two structures, as shown in Fig. 2D. Hence,
their nucleation times also grow apart with temperature, and this
feature is crucial for our design. At kg T'/e ~ 0.163, P becomes
unstable.

Retrieving the Targets through Temperature Protocol

For target P, the simulation temperature is chosen such that the
estimated nucleation time of S is greater than P by a factor of at
least 10. The estimation of the nucleation times is described in
SI Appendix, section 5. For target S, we start at a lower tempera-
ture, where the nucleation time of S is no more than four times
that of P. We then ramp up to a temperature where P becomes
unstable, which can be slightly higher than predicted by the free-
energy curves, and wait until the nuclei of P are dissolved. This is
repeated multiple times to improve the yield of S, similar in spirit
to kinetic proofreading mechanisms (39, 40).

We perform simulations with a fixed number of particles, in-
stead of with a constant chemical potential, using the virtual move
MC (VMMC) method (41, 42). For selective retrieval of S, either
protocol will work equally well. However, under conditions where
P can be selectively nucleated, the assembled structure is not
complete (Fig. 2C), and lowering the temperature to complete
the assembly, under constant chemical potential conditions, leads
to the nucleation of S as well. While there may be other ways of
addressing this issue, we consider closed systems—which may be
easier to realize experimentally—and devise a suitable protocol
for such a setup.

Since we simulate the system in the canonical ensemble and
allow for multiple copies of each target, the depletion of free
monomers with time shifts the free-energy curves up. We com-
pensate for this by lowering the simulation temperature. The
temperature shift can be approximated by requiring that the free
energy (divided by the temperature) of the targeted structure
remains invariant with depletion (SI Appendix, section 6) and is
given by

B(t) = B(0) + In =+~ [3]
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where 3(t) and p(¢) represent the inverse temperature and the
monomer concentration at time ¢, and E(N) is the potential
energy of the fully grown targeted structure, which is of size N.
Note that we consider all component species corresponding to
the targeted structure to be consumed at the same rate.

Fig. 3 A and B show the temperature protocols used to re-
trieve the targets P and S, respectively. We perform the simula-
tions on 200 x 200 lattices with three copies of each component
type. Correspondingly, both the protocols have three sections,
each lower in temperature than the previous section, so as to
ensure that the free energy of the targeted structure remains
invariant with monomer depletion, according to Eq. 3. We in-
fer the monomer densities from the nucleation rate estimates
(81 Appendix, section 5) to adapt the temperature of the proto-
cols with time, and the lengths of the sections are chosen such that
the corresponding structures have sufficient time to nucleate.
The depletion of monomers, and hence the temperature shift,
is discrete in the present simulations given the small system size,
but a more continuous variation, according to Eq. 3, will apply
for larger system sizes, such as those relevant experimentally.

Nonshared Components Are Detrimental to Selective Retrieval.
Fig. 3 D and E show the yields of the two targets (open
symbols) obtained with their corresponding protocols. The yield
is computed as the fraction of particles that have assembled into
copies of a given target structure, and the results are averaged
over thermal fluctuations in a window of 10° MC steps and
96 independent runs. The oscillations in the yield of P seen in
Fig. 3E correspond to the formation and melting of P, during a
temperature cycle.

Although the yields of the targeted structures are high
(>80%), there is a small fraction of the other structure that is
formed. As the targets only partly share the component library,
targeting either leads to differential depletion of components.
This lowers the free energy of the structure that is not being
targeted. This is shown in Fig. 3C for the case when P is
targeted. At time ¢; indicated in Fig. 34, two-thirds of the
shared components are consumed, and the difference in the free-
energy barriers between S and P is lower than the initial value.
This would not be the case if all components were depleted
equally. As a result, some copies of S are nucleated, as shown
by the open squares in Fig. 3D. This effect is more pronounced
the fewer the fraction of components shared by the structures
(81 Appendix, section 7).

A similar effect occurs when targeting S, where nuclei of P are
not completely melted as shown by the open circles in Fig. 3E.
Thus, a fraction of the nuclei of P are never recycled to form S.
This can be rectified by slightly increasing the melting temper-
ature, as shown by the dashed lines (protocol 3) in Fig. 3B. The
corresponding yields are shown in filled symbols in Fig. 3E. How-
ever, if the differential depletion leads to a significant lowering of
the free energy of P, then the increase in temperature required to
dissolve P might also dissolve S. This would happen if the two
structures shared fewer components. We illustrate such a case
in Fig. 3F and discuss further in SI Appendix, section 7. These
results demonstrate that good design requires the components
to be maximally shared between the two structures.

Vestigial Aggregation as a Buffer for Differential Depletion. In pro-
tocol 1, the nucleation barrier to S decreases as aggregation
proceeds, owing to the relative increase in the concentration
of the nonshared components. However, we can mitigate this
by programming attractive interactions between the nonshared
components of S (the open green blocks in Fig. 24), such that
they form an additional or vestigial aggregate V faster than S can
nucleate, thus acting as a buffer.

This is possible because the components from which we con-
struct V are not consumed by P, whereas a majority of the species
that constitute S are. Combined with the decreasing temperature,
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Fig. 3. A and B show the protocols used to retrieve the targets P and S, respectively. Simulations were done on 200 x 200 lattices with three copies of each
component. Both protocols have three sections, each lower in temperature than the previous, to compensate for monomer consumption (Eg. 3 and text).
As the targets only partly share components, growth of either differentially lowers the free energy of the other. C shows this for protocol 1. The nucleation
barrier of S is lower at time t; than at t,. Hence, a fraction of S is also formed, as shown by the open symbols in D. Similarly for protocol 2, the free energy of P
is lowered, and it no longer melts completely, as shown by the open symbols in E. We create a vestigial aggregate V (C, top right corner) from the nonshared
components of S (open green squares, Fig. 2A), with interactions such that it stabilizes faster than S (C, Inset). V acts as a buffer, improving selective retrieval
of P, as shown by the filled symbols in D. For targeting S, a slight increase in the melting temperature (protocol 3, B) ensures that P is fully melted, as
shown by filled symbols in E. D and E, Insets show typical configurations obtained at the end of protocols 1 and 3, where aggregates matching the targets
P, S, and V are shaded in red, blue, and green, respectively. F shows a case when two structures S, and P, share only one-third of the component library
(SI Appendix, section 7). When two copies of S, are formed, the free-monomer concentration of the components of S; is ps, = 2.5 X 10~°, and that of

the nonshared components of P, is PPy.ns R 7.5 x 107>, This stabilizes P, at the expected melting temperature (kgT/e = 0.152). The increased temperature

required to melt P, (kgT /e = 0.156) also destabilizes S,.

this allows us to choose the bond strengths, such that at the start
of protocol 1, V is unstable, and, with time, it stabilizes with a
much lower barrier than S. Such an aggregate is shown in the
top right corner of Fig. 3C, and its free-energy curves at times
to and t; are shown in Fig. 3 C, Inset. It is constructed so as
to not share bonds with any other structure composed of the
vestigial components, to avoid chimeric aggregation, and with all
bonds having strength —1.11e. However, its edges have nonzero
interactions, as it is constructed from components internal to
S. Also note that such a scheme is not effective for S, nor is it
needed, as any such aggregate (as also P) will be melted during
temperature cycling.

In Fig. 3D, we show the yields of the two structures with
protocol 1 and in the presence of additional interactions en-
coding the vestige V (filled symbols). The aggregate V acts
as a buffer improving selective retrieval of P. For protocol 3,
the presence of the additional interactions corresponding to V
do not interfere with the nucleation of S. This is because we
constructed S such that the components that form V (open
green blocks, Fig. 2) are not at the core of S. With the updated
protocol 3 and the vestigial structure, we find both good yields
and selectivity. Note that at the end the protocols shown in
Fig. 3, the assemblies are not complete. However, they are com-
pleted upon further cooling, as shown in SI Appendix, section 8.
Finally, we note that the vestigial aggregation works well to buffer
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differential depletion, even if a smaller fraction of components
are shared (SI Appendix, section 7), when targeting P.

Summary

We have investigated the design of a multicomponent mixture
that is capable of forming more than one aggregate and the
ability to selectively target one of these structures through a
suitable temperature protocol. Our results reveal that developing
protocols for such addressable self-assembly crucially involves
the design of the two structures, so as to prevent spurious or
chimeric aggregates and to maximize the selectivity of retrieval.
We consider selective assembly of either one of two competing
structures and the generic situation, wherein one of them has
a lower free-energy barrier to nucleation, whereas the other
structure has lower free energy upon complete assembly. We
show that such a situation can be realized through an appropriate
choice of interaction strengths of components. We show that
the avoidance of spurious aggregation pathways favors a design
where individual components have different bonding partners in
the two structures. Our design also requires inclusion of some
components that are not shared by both target structures, but we
find that selectivity of assembly is maximally achieved when the
components shared by both structures are maximized. Our re-
sults highlight the role played by secondary aggregation products,
which we term “vestigial aggregates.” We demonstrate that with
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such design, protocols of temperature variation can be defined
that selectively assemble the desired structures with high selec-
tivity and yield. We believe these results provide valuable guid-
ance for further experimental investigations of addressable self-
assembly of multiple targets in multicomponent self-assembling
systems.

Materials and Methods

Lattice Model for Self-Assembly. We model our self-assembly mixture on
a two-dimensional lattice of size L x L, where each site can be empty or
occupied by one of the M possible components, which are square blocks with
four distinct interacting edges and orientations. Let p; = n;/L? be the con-
centration of the component i. We denote the interaction strength between
two component edges k,/ € {1,2,3,...,4M} by Iy. Given a configuration
of the system, its potential energy is given by

E= Z Ik, [4]
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where the sum is performed over all pairs of component edges that are in
contact. We simulate the self-assembly dynamics using the VMMC method
(41), following Whitelam and Geissler (42), with the translational diffusion

of clusters scaling as nE1 and the rotational diffusion scaling as IE', where
nc and Ic represent the size of the cluster and the moment of inertia of the

cluster about the rotation axis.
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