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Context: Analysis of diagnostic information in pathology reports for the purposes of clinical or translational research
and quality assessment/control often requires manual data extraction, which can be laborious, time-consuming, and
subject to mistakes.
Objective:Wesought to develop, employ, and evaluate a simple, dictionary- and rule-based natural language processing
(NLP) algorithm for generating searchable information on various types of parameters fromdiverse surgical pathology
reports.
Design: Data were exported from the pathology laboratory information system (LIS) into extensible markup language
(XML) documents, which were parsed by NLP-based Python code into desired data points and delivered to Excel
spreadsheets. Accuracy and efficiencywere compared to amanual data extractionmethodwith concordancemeasured
by Cohen’s κ coefficient and corresponding P values.
Results: The automated method was highly concordant (90%–100%, P<.001) with excellent inter-observer reliability
(Cohen’s κ: 0.86–1.0) compared to themanualmethod in 3 clinicopathological research scenarios, including squamous
dysplasia presence and grade in anal biopsies, epithelial dysplasia grade and location in colonoscopic surveillance bi-
opsies, and adenocarcinoma grade and amount in prostate core biopsies. Significantly, the automatedmethodwas 24–
39 times faster and inherently contained links for each diagnosis to additional variables such as patient age, location,
etc., which would require additional manual processing time.
Conclusions: A simple, flexible, and scaleable NLP-based platform can be used to correctly, safely, and quickly extract
and deliver linked data from pathology reports into searchable spreadsheets for clinical and research purposes.
Introduction

Cancer, the second leading cause of mortality in the United States, is di-
agnosed and characterized within surgical pathology reports, which pro-
vide prognostic information and form the basis for patient treatment.1,2

Recent recommendations and guidelines advocate for the use of synoptic
or structured reporting, which improves completeness and communication
of clinically relevant pathology data.3,4 However, narrative reports, com-
prised of free-form or semi-structured text formats, remain universally em-
ployed in most pathology practice settings.5 Both structured and
unstructured formats present obstacles to large-scale data analysis for the
purposes of clinical research, including applications in quality assessment
and control, given that most data must be manually extracted, subjecting
its collection to limitations of personnel resources, time, and human
error.6,7 Parsing elements of the free text-based narrative report into
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discrete, searchable data points allows for the compilation and analysis of
pathologic characteristics of interest.8 Thus, there is great value in and
need for simple, secure, and scalable methods to achieve this data extrac-
tion in a timely and efficient manner.

Natural language processing (NLP) is computational processing of
human-generated free text with conversion into more uniform formats
that facilitate investigation and analysis.9,10 Several NLP tools exist, from
modifiable, open-source programming language packages to commercial
platforms.11,12 However, most of these tools are built around general-use
language; the few that are medicine-specific only incorporate terms in spe-
cific medical coding systems, such as the International Classification of Dis-
eases for Oncology or have limited pathology-related dictionaries.13–15 The
complexity of these NLP-based applications varies from simple rule-based
extraction (applying pre-defined logic operations to annotated text in
order to identify keywords and word relationships) to machine learning
chool of Medicine at Mount Sinai, One Gustave L. Levy Place, Box 1194, New York, NY 10029,

ber 2022

Pathology Informatics. This is an open access article under the CC BY-NC-ND license

http://crossmark.crossref.org/dialog/?doi=10.1016/j.jpi.2022.100154&domain=pdf
http://dx.doi.org/10.1016/j.jpi.2022.100154
mailto:alexandros.polydorides@mountsinai.org
http://dx.doi.org/10.1016/j.jpi.2022.100154
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://www.sciencedirect.com/science/journal/
www.elsevier.com/locate/jpi


H. Lam et al. Journal of Pathology Informatics 13 (2022) 100154
algorithms (applying different sets of data to statistical models for fine
tuning of model parameters).15–17 Pathology-specific NLP systems have
been so far developed and tailored for narrow sets of cases, extracting select
information from specific sources, such as semi-structured melanoma or
prostate biopsy reports.7–10 Additionally, many of these systems require ad-
ditional components and coding language to interface with laboratory in-
formation systems (LIS) in order to obtain information, or rely on raw
data provided by non-pathology groups such as national registries or
clinician-curated data warehouses.6,11,15,18 Rule-based methods have
been limited in obtaining more granular information such as tumor charac-
teristics or only report results for a single specimen type or within a single
organ system.7,8,11,12,18,19 More complex machine learning algorithms re-
quire tedious manual annotation by expert reviewers as part of a training
dataset, and require tuning of statistical models to identify different parts
of the report.6,16,20 Similarly to rule-based methods, the output from
these machine learning algorithms may be in the form of annotated
mark-up files which may not be immediately useful for pathology
research.6,17,21–23 In addition, availability of resources such as computing
power and specialty-trained personnel may limit their feasibility and
usefulness.6,17,19,23,24

We introduce herein a simple, dictionary- and rule-based NLP pipeline
for extracting diagnosis information and data on various parameters from
a diverse array of surgical pathology report types and present data on the
efficiency and accuracy of this platform in a number of relevant scenarios
in clinical practice and translational research.

Materials and methods

The study was approved by our Institutional Review Board (#18-
00479). Basic searches for specimen type, date accessioned, and diagnoses
were implemented on our Department’s LIS (Powerpath; Sunquest Informa-
tion Systems, Tucson, AZ) using a built-in, Boolean word search function
and results were exported in extensible markup language (XML) format
documents. XML is semi-structured and text is labeled with tags corre-
sponding to pre-defined or automatically generated sub-sections (i.e., case
numbers, specimen labels, final diagnosis, etc.). Test cases included anal bi-
opsies, endoscopic biopsies with dysplasia from IBD patients, and prostatic
core biopsieswith adenocarcinoma, collected through a simpleword search
for specimens collected between 2018 and 2020.

The automated method for collecting data on variables of interest
consisted of theNLP-based programming algorithm (described inmore detail
below), which delivered output into an Excel spreadsheet (Microsoft Corpo-
ration, Redmond,WA). Thiswas compared to amanualmethod for extracting
the same information, which consisted of having pathology trainees physi-
cally go through each case one at a time and record the required information
directly from the LIS into a reporting Excel dataset. The 2 datasets (derived
from manual and automated methods) were compared with measured out-
comes including time to task completion and frequency of concordant and
discordant cases for each variable assessed. Discordant cases were indepen-
dently and manually verified by the first author for final determination of
the correct value. Overall concordance was measured as percent raw agree-
ment and also evaluated with a calculated Cohen’s kappa coefficient and cor-
responding P value, with <.05 considered significant. All analysis was
performed using Statistical Package for the Social Sciences software (SPSS;
Build 1.0.0.1327; copyright 2019; IBM, Armonk, NY, USA).

Results

The programming algorithm established and employed in this study is
described in detail in the Supplementary Text file and available at
https://github.com/hansenlam/public_PathReporter. Briefly, an object-
oriented Python program accessed XML files from the LIS as input and pro-
duced an Excel-compatible file as output with each data row corresponding
to a diagnostic summary of each case-specimen. XML files were parsed into
collections of case numbers, patient information, specimen labels, part
labels, and diagnosis text and a simple loop algorithm scanned and saved
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connections among them (Fig. 1). Meta-data such as position in the diagno-
sis and matching words or phrases in the pathology term dictionary,
allowed for a term map to be created with machine-readable and search-
able text (Fig. 2). Collecting data on variables of interest was accomplished
by using functions tailored for the specific topic at hand and stacking the re-
sulting Python lists with extracted features in an Excel table (Fig. 3).

This NLP-based algorithm was tested on 3 different scenarios involving
clinicopathological research questions by comparing its resulting output to
that obtained by a manual method, the latter consisting of tasking Pathol-
ogy residents with physically searching the LIS for the data required. The
first scenario concerned the identification of dysplasia and, if present, the
determination of its grade among 72 anal biopsy specimens (Table 1).
There was significant concordance (90.3%; P < .001) and excellent inter-
observer reliability (Cohen’s κ: 0.86) in the results obtained between the
manual and automated (i.e., NLP) methods. There were discordant des-
ignations in 7 cases (9.7%), which, upon further review, were found to
have been correctly assigned by the NLP algorithm in 6 of 7 (85.7%) in-
stances. One case of low-grade dysplasia was incorrectly labelled as neg-
ative by the automated method. The manual method required a total of
2.27 person*hours, i.e., an average of approximately 2 min per case for
data recording, whereas the automated method took 6 min to input all
parameters and run the program, with an average of 5 s per case, or ap-
proximately 24-times faster. Importantly, the NLP-derived data table al-
ready included a link of each diagnosis to other variables of interest for
each specimen (e.g., patient age, location/site of biopsy, etc.) which
would take significant additional time and effort in order to be retrieved
by the manual method.

Next, we evaluated the NLP-based algorithm in its ability to correctly
identify dysplasia grade and location among 306 colorectal biopsies ob-
tained during endoscopic surveillance of patients with inflammatory
bowel disease (Table 2). In terms of the highest grade and location of dys-
plasia, there was again significant concordance (99.0% and 97.1%, respec-
tively; both P < .001) and excellent inter-observer reliability (Cohen’s κ:
0.97 and 0.96, respectively) when comparing the results of the manual
and automated (NLP) methods. There were discordant designations in
terms of dysplasia grade in 3 cases (1.0%): 2 incorrectly assigned by the
manual method (a case of low-grade dysplasia was called negative and a
negative case was called indefinite) and 1 by the automated method: a
case of high-grade dysplasia/intramucosal adenocarcinomawhere the algo-
rithm placed diagnostic priority on the term “adenocarcinoma” over high-
grade dysplasia. In terms of the anatomic location of dysplastic lesions in
the colon, there were 9 discordant cases (2.9%), 4 erroneously assigned
by the manual method and 5 by the automated algorithm. All 5 mistakes
by the automated method consisted of designating the location as “other”
and would have been correctly assigned when explored further. The man-
ual method required 6.5 person*hours (an average of approximately 1.3
min per biopsy) for data recording. In contrast, the automated method
needed only 10 min for the entire process (approximately 2 s per case),
being 39-times faster. Furthermore, by virtue of its design, the automated
method already included in its results output a connection between loca-
tion and dysplasia grade whichwould have necessitated additional time in-
vestment from the manual method to ascertain.

Finally, the automated algorithmwas tested on extracting diagnostic in-
formation from 300 prostate core biopsies, in terms of the presence of ade-
nocarcinoma and its primary, secondary, and total Gleason grade/score as
well as the percentage of tissue with carcinoma, percentage with Gleason
grade 4 and/or 5, and amount of tissue with carcinoma in mm (Table 3).
There was outstanding concordance (99.1% or 100% for all parameters;
P < .001) and inter-observer reliability (Cohen’s κ: 0.99 or 1.0, across the
board) between the 2 methods. One case had its recorded primary and sec-
ondary grade switched with the manual method, resulting in the 1 discrep-
ancy in each variable. Another case had had its% of tissuewithGleason 4/5
erroneously designated by the manual method again. The automated
method was quicker in this scenario as well, needing only 10 min (2 s per
case) or 30-times faster than the manual method, which required 5
person*hours (average of 1 min per biopsy).

https://github.com/hansenlam/public_PathReporter


Fig. 1. Schematic representation of the process bywhich the Python program employed a search and extract algorithm to scan the XMLfile, obtained directly from the LIS, for
specific data points (“XML tags”) as instructed (“for… if…”) and subsequently extract the text corresponding to the desired report elements.

Fig. 2. Diagram depicting the iterative flowchart outlining how the program deconstructed pathologic diagnostic text into discrete (“parsed”) dictionary terms and
subsequently mapped these terms into meta-data to produce specific machine-readable and searchable text.

H. Lam et al. Journal of Pathology Informatics 13 (2022) 100154

3



Fig. 3. Final data collection consisted of layering information obtained from all pathology reports, tailored for different pathologic search parameters (“user specific needs”)
and outputting the resulting Python stacks into organized spreadsheets.

Table 2
Comparison of manual and automated data extraction methods for grade and
location of dysplasia in colorectal surveillance biopsies among patients with inflam-
matory bowel disease.

Data extraction method Statistics

Manual Automated
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Discussion

This study presents an accessible, efficient, and accurate NLP-based
platform to extract diagnostic data from pathology LIS reports in a way
that is amenable and useful for both clinical applications and research pro-
jects. This flexible homebrew tool, developed using an open-source
programming language library, is independent of commercial platforms.
It obtains direct LIS input by leveraging XML file structures to parse infor-
mation into standard elements using object-oriented functional program-
ming and subsequently applies rule-based methods to accurately extract
data-rich features of interest across multiple different pathology report
types, resulting in readily accessible and searchable spreadsheets. Finally,
it is secure, scalable without complex coding or computational require-
ments, and significantly faster compared to a manual method of data ex-
traction in a number of different scenarios related to clinical practice and
translational research.

Thismethod allows for an efficientworkflowwith relatively simple cod-
ing requirements to parse pathology report diagnostic text into discrete sets
of case information, before the application of increasingly complex algo-
rithms, as needed, for more granular feature extraction. Additionally, our
design directly accesses LIS data without the need for additional interfaces
for raw data extraction, and allows pathologists without programming ex-
perience to obtain and feed raw data into the program. Our pipeline does
not require manual annotation of reports to classify subsections and
Table 1
Comparison of manual and automated data extraction methods for dysplasia grade
in surgical pathology reports of anal biopsies.

Data extraction method Statistics

Manual Automated (NLP)

Specimen diagnosis
Negative for dysplasia 31 (43.1%) 27 (37.5%)

Concordance: 90.3%
Cohen’s κ: 0.86
P value: <.001

Low-grade dysplasia (LSIL) 20 (27.8%) 24 (33.3%)
High-grade dysplasia (HSIL) 11 (15.3%) 10 (13.9%)
Squamous cell carcinoma 10 (13.9%) 11 (15.3%)

Time invested
Person*hours 2.27 0.1

4

requires minimal annotation of diagnostic text in the form of the pathology
term dictionary. Rule-based approaches work well for pathology reports,
providing an alternative to developing complete machine-learning
methods. However, more complex algorithms can easily interface with
this NLP-basedmethod for further studies due to its modular design nature.

The use of Python objects and data flow was designed to leverage the
XML file tags to prioritize parsing the diagnosis text correctly into pairs of
specimen letters, and specimen diagnosis text, which was associated in
memory with the corresponding case numbers and other accessioning in-
formation (patient demographics and specimen labels). The raw diagnosis
text for each specimen could be easily accessed through the XMLDocument
Object, and in our case, used in rule-based NLP algorithms. Different func-
tions tailored for different report types and styles can be written indepen-
dently of the main parsing algorithm and easily applied to the diagnostic
text of interest, allowing for code organization and versatility. Additionally,
other methods such as machine learning pipelines could be developed
Dysplasia grade
Negative for dysplasia 249 (81.4%) 249 (81.4%)

Concordance: 99.0%
Cohen’s κ: 0.97
P value: <.001

Indefinite for dysplasia 0 (0.3%) 1 (0.3%)
Low-grade dysplasia 50 (16.3%) 49 (16.0%)
High-grade dysplasia 5 (1.6%) 4 (1.3%)
Adenocarcinoma 2 (0.7%) 3 (1.0%)

Dysplasia location
Rectum/sigmoid 79 (25.8%) 75 (24.5%)

Concordance: 97.1%
Cohen’s κ: 0.96
P value: <.001

Descending colon/SF 67 (21.9%) 64 (20.9%)
Transverse colon 35 (11.4%) 34 (11.1%)
Ascending colon/HF 63 (20.6%) 64 (20.9%)
Cecum/Ileocecal valve 26 (8.5%) 27 (8.8%)
Other 36 (11.8%) 42 (13.7%)

Time invested
Person*hours 6.5 0.17



Table 3
Comparison of manual and automated data extractionmethods for evaluating histo-
pathological features of adenocarcinoma in prostate core biopsies.

Data extraction method Statistics

Manual Automated

Adenocarcinoma
Present (positive) 108 (36.0%) 108 (36.0%) Concordance: 100%

Cohen’s κ: 1.0
P value: <.001

Absent (negative) 192 (64.0%) 192 (64.0%)

Primary Gleason Grade
Not indicated 1 (0.9%) 1 (0.9%)

Concordance: 99.1%
Cohen’s κ: 0.98
P value: <.001

3 76 (70.4%) 75 (69.4%)
4 27 (25.0%) 28 (25.9%)
5 4 (3.7%) 4 (3.7%)

Secondary Gleason Grade
Not indicated 1 (0.9%) 1 (0.9%)

Concordance: 99.1%
Cohen’s κ: 0.99
P value: <.001

3 43 (39.8%) 44 (40.7%)
4 48 (44.4%) 47 (43.5%)
5 16 (14.8%) 16 (14.8%)

Total Gleason Score
Not indicated 1 (0.9%) 1 (0.9%)

Concordance: 100%
Cohen’s κ: 1.0
P value: <.001

6 32 (29.6%) 32 (29.6%)
7 53 (49.1%) 53 (49.1%)
8 4 (3.7%) 4 (3.7%)
9 18 (16.7%) 18 (16.7%)

Tissue with carcinoma (%)
Not indicated 1 (0.9%) 1 (0.9%)

Concordance: 99.1%
Cohen’s κ: 0.99
P value: <.001

0%–25% 44 (40.7%) 45 (41.7%)
26%–50% 24 (22.2%) 23 (21.3%)
51%–75% 17 (15.7%) 17 (15.7%)
76%–100% 22 (20.4%) 22 (20.4%)

Amount of Gleason 4/5 (%)
Not indicated 76 (70.4%) 76 (70.4%)

Concordance: 100%
Cohen’s κ: 1.0
P value: <.001

0%–20% 18 (16.7%) 18 (16.7%)
21%–40% 9 (8.3%) 9 (8.3%)
41%–60% 5 (4.6%) 5 (4.6%)

Amount of carcinoma (mm)
Not indicated 50 (46.3%) 50 (46.3%)

Concordance: 100%
Cohen’s κ: 1.0
P value: <.001

0–5 mm 25 (23.1%) 25 (23.1%)
6–10 mm 13 (12.0%) 13 (12.0%)
11–20 mm 20 (18.5%) 20 (18.5%)

Time invested
Person*hours 5 0.17

Table 4
Summary of advantages and disadvantages with different methods of data extraction.

Method Advantages Disadvantages

Simple search: Create a list
of entity and feature
names on which a
program can cross
reference as it scans each
line of text and extract
any matches

• Relatively easy to code

• Does not require high--
performance computing
hardware

• Relationships between
extracted words are
lost (when multiple
entities/features
extracted, cannot
determine which fea-
tures associated with
which entities)

• Difficulty dealing
with negative state-
ments (Not
identified, negative,
etc.)

Rule-based term map:
Create dictionary that a
program can use, along
with punctuation, to
associate text with a map
of standard terms (Entity,
Feature, Negative, etc.),
and extract terms of
interest and/or term
patterns of interest

• Basic relationship of
terms maintained

• Does not involve choos-
ing between different
algorithms to determine
most accurate way to
extract meaning

• Moderate level of cod-
ing experience
required

• Dictionary must be
built from the ground
up

Statistical methods
(machine learning): Use
readily available code
libraries that assign
speech parts (noun, verb,
etc.) to text; statistical
methods identify the most
likely subject of each
sentence

• Relationship of every
term is defined relative to
other terms

• Extracted meaning can be
inferred and evaluated
numerically

• Requires high level of
coding and statistical
knowledge

• Requires high--
performance computer
hardware

• Available libraries
are not designed with
medical vocabulary
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separately and easily applied to diagnosis text, while maintaining associa-
tion with correct case numbers, patient information, and specimen type,
if so desired by users. Finally, the actual report text of interest associated
with each tag was saved in variables within the XMLDocument Object
and can be easily accessible and retrievable.

Reports reviewed from each biopsy typewere signed out bymultiple pa-
thologists across different lab locations within our institution’s health sys-
tem, reflecting the variety of reporting styles and formatting present
across pathology reports. The programand its generated datawas restricted
to the local workstation on which it was run and where the XML files were
saved. Therewas noweb or internet dependencies required and no network
connections made while the program ran. The automated extraction results
were exported as a discrete file type that can be safely stored and handled
like other electronic documents containing protected health information
(PHI). Finally, extracted data were obtained from pathology reports in
cases (biopsies) that do not usually contain synoptic reports, therefore
allowing parsed data in situations where data extraction might otherwise
be more difficult and laborious.

Specifically, in anal biopsy reports, we show that recording and summa-
rizing the grade of dyplasia while accounting for the different ways of
reporting anal intraepithelial neoplasia can be achieved by a rule-based
NLP pipeline. In the case of IBD-related biopsies, we show that the normally
tedious extraction of site, presence, and grade of dysplasia among biopsies
5

performed for surveillance in IBD patients can be done at scale accurately
using the same pipeline. Finally, in the case of prostate biopsies, we show
that the characteristics of prostatic adenocarcinoma can be extracted in
similar fashion with a variation on the same pipeline. We show that this
tool can be robustly applied to biopsy reports while requiring only a low
to moderate level of technical expertise, and still preserves the ability to
easily incorporate more complex algorithms such as machine learning
through themodular nature of the design. This represents a flexible alterna-
tive to tools with highly technical requirements, and can be used without
extensive, large-scale computational resources. However, a potential limi-
tation to this method is its reliance on the XML document structure that
our LIS produces for each report. The initial parsing of each report into pa-
tient information, and diagnostic text utilizes XML document tags to cor-
rectly identify each section. Thus, the methods described here are not
generalizable to institutions that do not use XML formatting to store reports
in their LIS.

There are several approaches to applying NLP to pathology reports, co-
inciding with the varying levels of complexity inherent to reporting differ-
ent specimen types (Table 4). Choosing which approach to use when
designing an NLP tool requires careful consideration of desired output, re-
sources, and maintenance requirements. For instance, an NLP tool using a
simple search for specific keyword requires less technical expertise, less
complex verification, and less maintenance, however, may not capture
the granularity of information obtained using more complex algorithms.
Such designs may work for well for extracting items such as special stains,
or in situationswhere reporting has beenmade highly uniform across an or-
ganization. On the other hand, for larger report items, tools designed using
machine learning algorithms may achieve the most accurate results, at the
cost of requiring continuous training using carefully selected datasets.
These algorithms typically require manual annotation by expert reviewers
to label entire documents with part-of-speech tags, pathology-specific
tags, and context tags. The labeled document must then be passed through
a data pipeline that applies any combination of machine learning
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models.7,8,12,13 Such algorithms require careful consideration of training
datasets and test datasets, and optimization of model parameters to achieve
high accuracies.14–16 We chose a balanced approach, employing rule-based
and object relational model methods, that partitions the reports into struc-
tures which can be utilized by more complex algorithms, should the need
arise.
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