
iScience

Article

ll
OPEN ACCESS
Information integration during bioelectric
regulation of morphogenesis of the embryonic
frog brain
Santosh Manicka,

Vaibhav P. Pai,

Michael Levin

michael.levin@tufts.edu

Highlights
A minimal model shows

how cells can sense large-

scale patterns of cell

voltage

Model makes predictions

about the outcome of new

bioelectric patterns

Model predictions are

verified by experiments in

Xenopus brain

development

Higher-order information

integration is seen in

voltage-transcription

dynamics

Manicka et al., iScience 26,
108398
December 15, 2023ª 2023 The
Authors.

https://doi.org/10.1016/

j.isci.2023.108398

mailto:michael.levin@tufts.edu
https://doi.org/10.1016/j.isci.2023.108398
https://doi.org/10.1016/j.isci.2023.108398
http://crossmark.crossref.org/dialog/?doi=10.1016/j.isci.2023.108398&domain=pdf


OPEN ACCESS

iScience ll
Article

Information integration during bioelectric
regulation of morphogenesis
of the embryonic frog brain

Santosh Manicka,1 Vaibhav P. Pai,1 and Michael Levin1,2,3,*
SUMMARY

Spatiotemporal patterns of cellular resting potential regulate several aspects of development. One key
aspect of the bioelectric code is that transcriptional and morphogenetic states are determined not by
local, single-cell, voltage levels but by specific distributions of voltage across cell sheets. We constructed
and analyzed a minimal dynamical model of collective gene expression in cells based on inputs of multicel-
lular voltage patterns. Causal integration analysis revealed a higher-order mechanism by which informa-
tion about the voltage pattern was spatiotemporally integrated into gene activity, as well as a division of
labor among and between the bioelectric and genetic components. We tested and confirmed predictions
of this model in a system in which bioelectric control of morphogenesis regulates gene expression and
organogenesis: the embryonic brain of the frog Xenopus laevis. This study demonstrates that machine
learning and computational integration approaches can advance our understanding of the information-
processing underlyingmorphogenetic decision-making, with a potential for other applications in develop-
mental biology and regenerative medicine.

INTRODUCTION

Embryonic development is a remarkable process, in which a large number of cells cooperate toward invariant large-scale anatomical

shapes.1,2 Central to this phenomenon (in most organisms) is long-range order: not only local identity for each cell in a hardwired mosaic

but high levels of tolerance to noise, ability to handle perturbations, and active cell-cell interactions thatmaintain growth and form.1,3,4 Robust

mechanisms ensure that overall proportions among organs, symmetry, and topological and geometrical relationships are maintained across

the whole organism.5–8 Of particular interest are the context-sensitive responses that enable transcriptional events based on large-scale (non-

cell-autonomous) information that signals completion of morphogenetic processes or errors in tissue-level order.2,9 However, while cell-level

mechanisms linking signals to cell fate are beginning to be well understood, the rate-limiting step for many approaches in regenerative med-

icine and morphogenic bioengineering is gaining control over tissue- and organ-level collective dynamics.

Morphogenesis is orchestrated by several physical modalities that enable cells to coordinate their actions toward specific anatomical out-

comes. In addition to biochemical gradients10–15 and biomechanical forces,16–18 it is now evident that bioelectric networks19–21 (spatiotem-

poral patterns of membrane voltage across cell fields) produce spatial gradient information that is instructive for growth and form in a number

of well-studied contexts. For example, endogenous bioelectric prepatterns have been functionally implicated in the location and size of or-

gans such as the eye,22 invertebrate wing,23–26 vertebrate appendage,27–29 and face.29–31 Bioelectric prepatterns also polarize the left-

right32–35 and dorsoventral36,37 axes and are involved in size control,38–42 embryonic compartmentalization,43–47 and stem cell function.48–50

Transduction mechanisms for bioelectric signals,51 downstream transcriptional machinery,52 and interfaces between electrical and mechan-

ical events53,54 have begun to be characterized. The key role of bioelectric signals and their potential as therapeutic targets is underscored by

computationalmodels that have now comeonline,55–60 which enable rationalmanipulation of ion channel interfaces (via drugs, light, ormRNA

misexpression) to induce ectopic organ formation,22,61 trigger complex regenerative response,62–64 and reverse tumorigenesis65,66 in model

systems in vivo. Some of these modulators are beginning to be applied to human medicine as electroceuticals.67–76

A number of mechanisms for converting membrane voltage changes in an individual cell into changes in that cell’s behaviors have been

characterized as cell-autonomous transduction mechanisms.51 However, it remains unclear how tissue-level bioelectric information (distribu-

tion of cell resting potentials across cell fields) is processed to achieve large-scale morphological outcomes. For example, specific distribu-

tions of membrane voltage pattern across cells indicate the location, size, and organ identity of hearts, eyes, wings, and other struc-

tures.22–24,77–79 This requires downstream transcriptional cascades to be triggered by specific multicellular patterns of voltage, as has

been shown for Sox2, Pax6, MSX-1, Notch, Wnt/b-catenin, and BMP,64,80,81 as well as a range of other transcripts identified in transcriptomic
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analyses of voltage-modified tissues.52 Because complex organogenesis and regeneration cannot be solved by purely local information at the

single-cell level, it is essential to understand how the regional spatial pattern of voltages across a group of cells is converted into the diverse

patterns of gene expression required for normal morphology.1,9 Thus, models of developmental bioelectricity must move to considering the

more complex and interesting systems-level question of how a collective of cells processes the information encoded in bioelectrical patterns

across distance to orchestrate a differentiated pattern of transcriptional responses.57,59,82,83

The relationships between multicellular bioelectric patterns and downstream transcriptional cascades are not easily intuited, and the

parameter space for experimentally testing all possibilities is vast. Especially, there is a need for rigorous models that show how composite

transcriptional-bioelectric circuits can recognize correct and incorrect patterns during regulative development; generativemodels of this type

serve as crucial hypotheses about the dynamics that are sufficient to perform the task and canmake testable predictions.We therefore devel-

oped a framework in which machine learning could be deployed to search for empirically testable, minimal, predictive models that integrate

simplified bioelectric pattern and transcriptional changes (Figures 1 and 2). We then applied this methodology to the specific instance of

modeling bioelectric control of Xenopus embryonic brain development,84–86 where such a relation between bioelectric pattern and transcrip-

tional changes has been experimentally identified.80,87,88

Previous modeling work in this area includes multicellular genetic networks that either do not comprise any bioelectric components,89,90

are highly detailed multicellular bioelectric-gene networks containing several biophysical components that render them too computational

complex for usingmachine learning for parameter space exploration,56 or are simple bioelectric-gene networks possessing only one gene per

cell.91 Moreover, prior work on predictive modeling did not analyze the information-processing dynamics that the models employ to map

voltage patterns to transcriptional patterns—an issue more broadly relevant to the evolution of patterning mechanisms. Here, we adopted

a bioelectric-genetic network modeling approach that shows the minimal mechanisms and relationships sufficient to accomplish a specific

morphogenetic task. Our bioelectric networks are modeled with just two generic ion channels, whereas the genetic networks comprise

several genes and intercellular and intracellular interconnections (Figures 1F and 2A). Importantly, this enabled us to analyze the informa-

tion-processing mechanisms that bridge the dynamical gap between bioelectric patterns into collective gene expression.

We considered the nascent Xenopus laevis brain, because it is a complex organ commonly used to model disorders with biomedical rele-

vance84,85,92–96 and because its normal morphogenesis has already been shown to include a bioelectric component.22,80,97,98 In this sytem, a

complex interplay between secreted factors, morphogens, and transcription factors leads to neural induction and formation of the neural

plate.15 Briefly, secreted proteins from themesoderm block the action ofmorphogens (particularly BMPs andWnts) in the adjacent ectodermal

cells. Blocking of BMPs and Wnts along with FGF activation leads to the induction of neural transcription factors (such as Fox, Sox, Zic, and Irx

families) that make these ectodermal cells refractory to morphogens and drive neural induction and neural plate formation.12,15,99–104 For the

bioelectric pattern, beginning at embryonic stage 16, a dramatic contrast develops between the transmembrane voltagepotential at the neural

plate (hyperpolarized) and in the surrounding ectoderm (depolarized), establishing a bioelectric pre-pattern that regulates subsequent large-

scale brain development80,97 (Figures 1A and 1B). Crucially, it is the long-range difference between voltage in these regions that is required for

normal development, not the absolute values of specific regions. This bioelectric contrast pattern regulates expression of canonical brain devel-

opment transcription factors (e.g., Notch, Otx2, Pax6, Emx, Xbf1/Foxg1, Sox2) as well as neural progenitor cell proliferation and apoptosis,

driving normal development of the brain80,87,97 (Figures 1A and 1B). Disrupting this normal bioelectric contrast pattern disrupts the differential

expression of these transcription factors, resulting in abnormal large-scale brainmorphology and function80,97 (Figures 1C and 1D). In addition,

neuroteratogens such as nicotine and ethanol and genetic or biochemical defects such as a disrupted notch signal cause severe brain

morphology defects and impaired function by disrupting this bioelectric contrast pattern87,88,105,106 (Figures 1C and 1D). Remarkably, local

and long-range interventions that restore the normal bioelectric pattern in the presence of these disrupters rescue large-scale brain

morphology and function, showing the incredible regulatory importance of this bioelectric pattern in embryonic brain develop-

ment80,87,88,105,106 (Figure 1E). Conversely, interfering with normal expression of Notch or Pax6 also disrupts the bioelectric contrast pattern,

demonstrating feedback fromgene expression to the large-scale bioelectric contrast pattern, at least for these two genes.22,80,105 Furthermore,

recreating the bioelectric contrast pattern in other regions of the embryo is sufficient to re-specify those regions to produce ectopic gene

expression and in turn ectopic brain tissues, even outside of the head region, demonstrating the instructive functional role of this large-scale

voltage pattern for brain development.80

Although the bioelectric pattern that regulates brain morphology in this system is known, it is not understood how thesemulticellular pat-

terns could be collectively interpreted and executed across the field of cells in the neural plate and the surrounding ectoderm. Here, we

sought to answer a general question: how are such multicellular tissue-level bioelectric patterns converted into specific genetic expression

patterns in cells, leading to correct large-scale brain morphology? This is a question that affects numerous contexts in addition to the frog

brain (reviewed in107), and our model is focused on that part of the process: from large-scale bioelectric pattern to a transcriptional output

(Figures 1F and 1G). This approach does not depend on the specific identity of the responding genes or their relationship to other down-

stream genes, but our model is consistent with the known molecular details of neural tube patterning in frog.

Our goal is to take the first step toward exploring the high-level information-processing aspects of how multicellular bioelectric patterns

could lead to specific gene expression changes in cells that then lead to large-scalemorphogenesis. Ourmodel is developed in the context of

experimental observations in Xenopus embryonic development that changes in bioelectric pattern spread across the neural plate result in

specific changes in neural patterning transcription factor genes such as Otx2, Pax6, Foxg1, Emx1, Sox2, and Notch. We are not seeking to

simulate exact molecular level details (which is impossible, given the current state of knowledge) but to reveal generic, yet sufficiently bio-

realistic, dynamics that could account for this phenomenon in a range of contexts. Therefore, we adopted a modeling approach that
2 iScience 26, 108398, December 15, 2023
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Figure 1. Schematic summary of the endogenous voltage prepattern’s control of embryonic brain patterning inXenopus and an overview of the neural

plate circuit model of this process

(A) Summary of our previous studies80,87,88,97 showing that the difference (dashed black line) in voltage across the hyperpolarized neural plate and relatively

depolarized surrounding ectoderm is essential for driving correct gene expression pattern, large-scale brain morphology, and normal learning behavior.

(B) Endogenous embryonic voltage prepattern resulting in normal brain morphology.80,87,88,97

(C) Embryonic manipulation of ion fluxes, exposure to teratogens (nicotine and ethanol), or genetic/biochemical disruption (Notch disruption) leading to

depolarization of the neural plate erases the critical voltage difference between neural plate and ectoderm, resulting in mispatterned gene expression, and

defects in large-scale brain morphology and learning behavior.80,87,88,97,105,106

(D) Embryonic manipulation of ion fluxes leading to hyperpolarization of surrounding ectoderm also erases the critical voltage difference between neural plate

and ectoderm, resulting in mispatterned gene expression and abnormal large-scale brain morphology.80,97

(E) Both local (neural plate) and distant (ectodermal) interventions (manipulating ion fluxes by channel misexpression or drugs targeting ion channels) that restore

this critical voltage difference between neural plate and ectoderm, restore gene expression, large-scale brain morphology, and learning behavior.80,87,88,97,105,106

(F) A schematic of our model. The overt structure of the model is a 2-dimensional lattice approximately representing the neural plate tissue (shown in the

illustration). The circles indicate the individual cells of the tissue, with the colors indicating different voltages corresponding to the endogenous voltage

prepattern (blue means depolarized and red, hyperpolarized). Each cell possesses a generic hyperpolarizing channel and depolarizing channel (not shown)

and a generic gene regulatory network (gray networks enclosed in squares). The cells exchange gene products and proteins with neighboring cells through

the IN-generic intercellular connections (thick gray lines with bidirectional arrowheads) representing paracrine signaling pathways. These collectively

represent a plethora of paracrine signaling pathways such as calcium, cAMP, serotonin, integrin, Notch, etc. In this current first iteration model, we

generalize them all under paracrine signals as the model is consistent with them all and does not depend on their precise nature. Of note, the IN does not

directly allow the exchange of ions but it does so only indirectly via the voltage/gene/gene/voltage pathway (Figure 2A). The voltage and the gene

network of a cell influence each other via dedicated connections (thin black lines with unidirectional arrowheads): the voltage acts as an external input to a

subset of the genes, affecting their expression and, in turn, the expressions of a subset of the genes can dynamically alter the conductance of the ion

channels. The cells in the model are symmetrical, that is, they do not possess a preferred polarity such as that imposed by planar cell polarity. The 4x6

dimension of the lattice shown here is the size that was used during training.

(G) Schematic of the input-output map of the pattern discrimination problem; the three input patterns on the left correspond to the embryo schematics displayed

in C, B, and D, respectively, with the depolarized (red) and hyperpolarized (blue) voltages corresponding to about�5.2 mV (�10mV) and�52mV (�55 mV) in the

model (empirical observations80).
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combines the predictive power of generic artificial neural networks and the explanatory power of specific biophysical models. In this model,

the inputs (bioelectric patterns) are mapped to the outputs (gene expression patterns representing overt brain development outcomes) via

generic mechanisms designed by machine learning; specific biological features are also incorporated as model constraints (Figures 1F and

2A). This modeling strategy is inspired by the so-called biologically informed and physics-informed neural networks,108,109 which are conven-

tional artificial neural networks subject to additional physical and biological constraints. As we sought to understand the interplay between

the bioelectrical and gene-regulatory variables, our model assumes simplified bioelectric and gene regulatory mechanisms and their inter-

actions in a static fixed network (cell division andmigration are not explicitlymodeled). Themodel also assumes generic features that embryos

generally share, such as topographic and symmetrical intercellular connectivity, a common gene regulatory network that all cells share, etc.

We adopted an approach that is intermediate between ‘‘forward’’ and ‘‘reverse’’ modeling—by starting from known biological features

(Table 1) and leaving the unknown properties to automatic reverse engineering.110,111 While the overall transcriptional outcomes of correct

and incorrect bioelectrical patterns in the neural plate have been characterized,88,97,105,112 detailed information about the regulatory networks

comprising relevant genes and the regulatory connections between voltage and gene expression is limited, if any.113–116 Thus, we sought to

analyze a minimal, yet biologically realistic, model that would reveal the dynamics sufficient to observe the known phenomena of biophysical

genetic regulation of outcomes in the nascent tadpole brain. Adopting a hybrid approach also enabled us to leverage the benefits of both by

facilitating the exploration of high-level information-processingmechanisms afforded by the forward approach as well as specific quantitative

predictions enabled by the reverse approach.110

As a first step to address the question of how subsequent gene expression of cells distinguishes correct versus incorrect voltage distribu-

tions across cell fields, we elucidated the information-processing mechanism relating the bioelectric and gene expression patterns of a high-

performing model that machine learning discovered (Figure 2B) from among a suite of 40 initially randomly parameterized models. We

focused our analysis on a single model, as we sought to demonstrate and analyze an example of sufficient design principles rather than a

broad study of necessary conditions. While no model can formally prove particular mechanisms to be the cause of empirical observations,

models that show dynamics sufficient117 to reproduce the dynamics observed in a biological system are essential to begin the continuous

dialogue between modeling and experimentation that leads to improved functional understanding and control of complex system-level

biology.111,117 Our model was formulated with the goal of continued improvement, as specific data come in from future testing of its

implications.

Our analysis shows that the mechanism instantiated in our class of models not only exhibits invariance to the scale of the modeled tissue

but also a simplified higher-order spatiotemporal information integration mechanism that maps the spatial bioelectric pattern to the gene

expression pattern. The tissue exhibited functional specialization, with cells at the voltage inflection points of the bioelectric pattern being

important for correct pattern recognition and collective cellular decision-making. The genes within the individual cells were responsive to

the voltages of faraway cells over longer periods of time, indicating their roles in integrating information across the tissue. This character

further manifested as a division of labor among the genes in regard to their differential sensitivities to the various spatial scales of the bioelec-

tric pattern. Our analysis led to predictions concerning the previously unknown role of the polarization ratio of the tissue in the determination
4 iScience 26, 108398, December 15, 2023



Table 1. Model features and their biological analogs

Model feature Biological analog

(a) Two-dimensional plane topology Approximates the somewhat flat

structure of the neural plate

(b) Topographic (lattice) connectivity Represents connectivity only among

neighboring cells characteristic of

biological tissues

(c) Bidirectionally connected symmetric

intercellular networks (IN)

Represents paracrine cell signaling

networks90,172,173 by which neighboring

cells exchange gene products, with the

additional assumption that there’s no

preferred directionality imposed by

features such as planar cell polarity

(d) Simplified ‘‘equivalent-circuit’’

bioelectric machinery within each cell

Represents the aggregate bioelectric

components of a cell, consisting of a

pair of generic hyperpolarizing and

depolarizing ion channels

(e) A gene regulatory network (GRN),

comprising a set of at least six generic

genes, shared by all cells

Represents a regulatory network of generic

genes, with the number six derived from

the present knowledge that there are at

least six genes known to be sensitive to

the voltage patterns of the Xenopus neural

plate, namely Notch, Otx2, Pax6, Emx,

Xbf1/Foxg1, and Sox2

(f) Bidirectional connectivity between

the cellular voltage and the genes

of each cell

Represents the influence of the bioelectric

pattern on gene expression, acting as an

‘‘external input’’,80,87,97 and, in turn, the

influence of genes on the maintenance of

the endogenous bioelectric pattern by

modulating the ion channel conductances.22,80,105
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of the morphological outcomes that we later confirmed in vivo.Our work demonstrates that the bioelectric regulation of neural morphogen-

esis in Xenopus embryos is not a local process but one that involves the integration of information across the tissue (including non-neural

cells), and it showcases one way of implementing this dynamical process. Importantly, it demonstrates the possibility of regulating the

higher-dimensional genetically centered morphogenetic process via lower-dimensional bioelectric interfaces that leverages the coarse-

graining offered by the membrane potential.118 Taken together, our results demonstrate the tractability of a combined in silico/in vivo

approach for identifying system-level features of a multi-modal morphogenetic process involving both biophysical and genetic components.
RESULTS

Machine learning discovered a model that solves the voltage pattern recognition problem

To elucidate the conditions sufficient to solve the pattern discrimination problem, we chose a single high-performing model for subsequent

analysis and examined the evolution of its ability to discriminate between correct and incorrect voltage patterns (see Methods).

The connectivity and associated parameters of the chosenmodel are depicted in Figure 3, which shows a simplified two-cell version of the

full model (Tables S1–S8). The lines connecting the two cells comprise about 20% of the strongest connections: 10% of the most positive and

10% of the most negative. The strongest connections (thick edges in the figure) are (1) those that run from the voltage to a few genes,

providing reliable transmission of information about the input voltage to the genes and (2) those connecting a small subset of genes both

within a cell and between cells. These observations translate into differences in timescales of voltage and gene expression dynamics;

here, voltage changes occur at a relative slower rate compared with gene expression (Figure S14). This makes sense in light of the fact

that the voltage pattern serves as the input, whereas gene expression is the output: for the input to be reliably translated into the output,

it should change relatively slowly,119,120 despite the recurrent connectivity between them. This also reflects biological observations, as

non-neural embryonic bioelectric signals happen on the timescale of several hours (neural plate bioelectric pattern happens from stage

15 to stage 1880,121), which is slower than the regulation of many genes. We next analyze in detail the behavior and dynamics of this model.

On average, genes in themodel successfully discriminate between the correct and incorrect voltage patterns: when averaged over all cells

and all genes, expression is increased for the correct voltage pattern and decreased for the incorrect pattern (Figure 4A). The average mag-

nitudes of expression are relatively low, about +0.5 for activation and �0.2 for repression, compared with the ideal values of +1.0 and �1.0
iScience 26, 108398, December 15, 2023 5
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Figure 2. Overview of the mathematical details of the neural plate circuit model and the process of identifying its parameters (training)

(A) The equations defining the model, with the variables and parameters mapped to a simplified two-cell version (the rest of the model is symmetrical to this

version). The parameters (red) are learned using machine-learning techniques. The bioelectric constants, namely, C, vth, v0, and vT , are described in ref.88

and in Tables S1–S8.

(B) The model is trained using a combination of genetic algorithm and gradient descent. The final model referred to throughout this paper is a product of a

training loop that starts with a population of randomly parametrized models, simulates all of them, and then modifies them using genetic algorithm and

gradient descent to improve their ability to solve the pattern discrimination problem.
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respectively. These magnitudes yield a performance score of 0.64, significantly higher than the 0.5 score expected for a randomly parame-

terizedmodel; for comparison, theminimumobserved score was 0.5 and the 95th percentile score was about 0.58 (Figure S1). Importantly, the

average changes in gene expression in response to the correct and incorrect voltage patterns clearly diverge over time. When we look at

individual genes, this separation is largest for gene 6, as indicated by the corresponding discrimination score (Figure 4A; bottom right inset).

For this reason, we term gene 6 the ‘‘discriminator gene’’ and focus on its behavior in the analyses below.

Interestingly, the temporal dynamics of the voltage pattern in thismodel also recapitulate the temporal evolution of the bioelectric pattern

in vivo during development even though themodel was not specifically trained to develop it (solid black lines in Figure 4B). At the beginning,

our model exhibits a flat depolarized pattern across all cells; then, fairly early in the simulation, the cells in the center (modeling the neural

plate) hyperpolarize to produce the characteristic voltage contrast seen in vivo, before reverting to the flat depolarized pattern about halfway

through the simulation. This corresponds to what we see in this region between developmental stages 14 and 20 in vivo.80 These observations

suggested that even though the quantitative performance of the model is not ideal, its quality warranted further analysis.
6 iScience 26, 108398, December 15, 2023



Figure 3. Architecture of the chosen high-performing model

Depicted here is the connectivity of a two-cell version of the full model; the rest of the network is symmetrical to this version (full model parameters described in

Tables S1–S8). For clarity, we show only about 20% of the strongest connections (10% of the most positive in purple and 10% of the most negative in orange/

brown); edge weights are linearly normalized to the range (�1, 1). The most prominent connections run from the voltage to gene 5 (purple), with a positive

weight, and among genes 3 and 5 both within a cell and between cells (brown), with a negative weight. Connections running from genes to voltage do exist

in the full model, but they were filtered out due to their weak weights.
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Emergent scaling of the chosen model: The pattern discrimination problem was solved in larger tissues despite lack of

explicit selection for such capability

One central aspect of biological control mechanisms is that they often have properties that were not specifically selected for, by virtue of

generic (inherent) properties of networks.8,122,123 We were interested in uncovering any novel emergent features in our model, focusing espe-

cially on size control. The ability to establish correct overall pattern despite differences in tissue size or available cell number,124–128 a key

competency of developmental and regenerative morphogenesis, is still poorly understood in models based on reaction-diffusion net-

works56,129,130 due to their limited scaling robustness.

Interestingly, our model successfully solved the pattern discrimination problem even in a larger tissue containing 180 cells (compared with

the original 24 cells), even though it was not specifically trained for that purpose (Figure 5). In other words, the qualitative behavior of the

discriminator gene is preserved, where the activity in the flanking columns is relatively lower compared with the columns closer to the center

in both models, suggesting that the dynamics of the original model have scaled up (Figure S3A). The model was found to scale to tissues as

large as about 400 cells but the quality of scaling drops for much larger tissues where the genes in the flanking columns deactivate since in-

formation about the pattern does not propagate to the margins of the tissue in time (Figure S3B). The Xenopus neural plate can be roughly

estimated to contain 43 X 43 cells. Thus, the bioelectric pattern which contains neural plate cells and surrounding ectoderm cells can be esti-

mated to be�83 cells wide,131,132 which is squarely within the scaling range of our model. This suggests that the pattern can scale in a similar

manner to a tissue that is larger or smaller than the Xenopus neural plate tissue, within certain limits.
High-level information-processing mechanisms employed to solve the pattern discrimination problem

We next performed a detailed analysis of the model to decipher some of the high-level information-processing mechanisms and organiza-

tional principles it employs to solve the pattern discrimination problem. In the following, we specifically asked the following: (1) Does func-

tional specialization exist among the components (cells, genes, modules, etc.)? (2) Does a division of labor exist in terms of the scales (distrib-

uted or local) at which information-processing is performed? (3) Are there high-level relationships among the components that facilitate

pattern discrimination? (4) How is the voltage pattern processed in the tissue? All of these are precursors to a mature understanding of col-

lective, multimodal patterning mechanisms necessary for progress in basic evolutionary developmental biology and regenerative medicine

and morphogenetic engineering.

Cells surrounding voltage pattern transition points are more important than other cells

To determine whether different cells in the tissue play different roles in the collective recognition of the endogenous voltage pattern, we per-

formed an in silico cell ‘‘knockout’’ analysis. Specific cells were frozen by clamping the states of the corresponding genes at zero and dropping

their biases to negative infinity, thereby rendering them ineffectual both as input and output, and the performance of the model was then

computed.
iScience 26, 108398, December 15, 2023 7
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Figure 4. Themodel not only discriminates between the correct and the incorrect voltage patterns bymapping them to distinct gene expression values

but also recapitulates empirically observed development of the voltage pattern

(A) Timeseries of the mean normalized gene expression, averaged over all cells and genes, for the three different input conditions depicted on the right:

‘‘Depolarized’’ (all cells are initially depolarized), ‘‘Endogenous’’ (the left and right two columns are initially depolarized with the middle two columns

hyperpolarized), or ‘‘Hyperpolarized’’ (all cells are initially hyperpolarized). Insets: (left) discrimination scores of the six individual genes. The red dashed

horizontal line indicates the discrimination score expected from a randomly parametrized model. (Right) Gene expression timeseries for gene 6, the gene

with the highest discrimination score; the scales of the axes match the scales of the main plot. More detailed timeseries resolved at the level of cells and

genes are presented in Figure S2.

(B) Top: comparison of the modeled and empirical spatial voltage profiles of a horizontal cross-section of the embryo (schematic) at a point in time when the

voltages corresponding to the three different input conditions (treatments) have fully developed (�200th timestep in the model). Bottom: the spatiotemporal

voltage profile of the model depicting the timeseries of Vmem for each cell under each of the three input conditions. Each square in the 4x6 layout of the

tissue refers to an individual cell.
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Knocking out the cells surrounding the voltage transition points of the endogenous pattern—at the boundaries of the central band where

there are large changes in the spatial profile of the voltage pattern—resulted in a greater drop in performance (Figure 6). In other words, cells

closer to the voltage transition points are more important in recognizing the pattern compared with the cells further away. Specifically, the

four cells at the center of the 4x6 tissue are the most significant contributors to performance (Figure 6A). By virtue of scale robustness, this

property also extends to the larger 10x18 tissue where small 2x3 patches of cells were knocked out. There again, the cells flanking the center

of the tissue are themost important (Figure 6B). Although there are slight differences between the smaller and the larger tissueswith regard to

the exact spatial regions that are most important, the general principle holds: cells coinciding with changes in the pattern contribute more to

its discrimination. A potential explanation for these observations is that the voltage transition points comprise the only difference between the

endogenous pattern and the uniform patterns, suggesting that this strategy may computationally optimal.

A simplified higher-order control mechanism characterizes the relationship between the endogenous voltage pattern and gene
expression

To characterize the high-level relationships between the endogenous voltage pattern and tissue-level gene expression, we attempted to

reconstruct the dynamic behavior of the discriminator gene in terms of its dynamic sensitivities to voltage patterns captured in the Jacobian

and Hessian tensors (Figure 7; Equations 3 and 4); reconstruction of the activities of the other genes are shown in Figure S9. Due to the 4-fold

reflection symmetry of the 2D lattice-structured tissue (Figure 1F), we computed the sumof sensitivities of the discriminator gene, correspond-

ing to the endogenous input pattern, only for the cells in the top left quadrant of the tissue (mathematical details in the figure caption). The

extent to which these quantities can reconstruct the dynamic timeseries of gene expression reflects the amount of control that voltage exerts

over gene expression.

We found that the dynamic profile of the discriminator gene expression corresponding to the endogenous input pattern could be

almost fully recovered with just the Hessian (Figure 7), with a match significantly higher than random expectation (Figure S8). On the other

hand, the Jacobian alone produced a reconstruction with a lower quality of match that was not significantly different from random expec-

tation (Figure S8). Taken together, these observations suggest that the voltage pattern exerts control over the discriminator gene expres-

sion almost exclusively at the second-order level. In other words, it is the voltages of pairs of cells, rather than of single cells, that influence

gene expression. A possible explanation is that pattern discrimination requires a comparison of voltage of different cells, which the Hes-

sian presumably aids by containing the differential information. The aforementioned observations also suggest that the voltage pattern
8 iScience 26, 108398, December 15, 2023



Figure 5. The best fit model flexibly scales to larger tissues when solving the voltage pattern discrimination problem

The timeseries shows themean expression, averaged over all cells, of the discriminator gene in a scaled up 10x18model, initialized with the endogenous voltage

pattern (inset; left and right six columns are depolarized, and the middle six columns are hyperpolarized), showing that it successfully discriminates between the

correct and incorrect voltage patterns. More detailed timeseries resolved at the cell of the level and for larger tissues are presented in Figure S3.
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controls tissue-level gene expression in an effectively feedforward manner (a simple analog of this is shown in Figure S6 and analyzed in

Figure S7) despite the complex recurrent connectivity between them (Figure 4; also demonstrated by the fact that severing the feedback

connections from the genes to the voltage partially affects the pattern discrimination ability of the model, as shown in Figure S12). In other

words, the bioelectric pattern exerts a ‘‘canalized’’ control over the discriminator gene’s expression by effectively linearizing the complex

nonlinearity of the network—an observation that cannot be discerned from an inspection of the static connectivity of the tissue (Figure 3)

alone.

Long-distance influence and spatiotemporal integration characterizes bioelectric control

To further characterize the information-processing mechanisms underlying the bioelectric control of tissue-level gene expression, we

analyzed the spatiotemporal organization of Hessian networks (Figure 8, Methods subsection ‘‘causal integration analysis’’) underlying the

discriminator gene expression timeseries shown in Figure 7 that was reconstructed using approximation methods (Equations 3 and 4). In

the context of the embryo, a Hessian network represents the extent of changes in gene expression following small perturbations in the volt-

ages of a pair of cells after a time interval spanning a length of t. Thus, the Hessian networks are dynamic in nature since the causal influence

among the cells changes over time; in contrast, the underlying apparent tissue connectivity (Figure 1F) is static in nature. We found that the

Hessian networks are characterized by symmetry breaking and long-distance influence. Furthermore, the resemblance between them and

the original network declines over time during the simulation, as evidencedby the fact that the locality of the influencing cell is broken, despite

the symmetric and topographic nature of the underlying connectivity. This is due to the fact that the influences are dynamic and oscillatory in

that they start out locally during the early time points ðt = 5Þ, then switch to the other bands ðt = 50 � 410Þ and then back to beingmore local

ðt = 495Þ. During this process, the signs of the influence also change. For example, the influence exerted by all the bands tends to be mostly

negative up until t = 125, but around t = 200 they exert differential influence, in that the middle band continues to exert negative influence,

whereas the marginal bands switch to a positive influence. This time point also roughly happens to be the decision-making point where the

gene expressions diverge for the correct and the incorrect input patterns (Figure 4A). Overall, the oscillatory scanning-like behavior of the

influence suggests that information is integrated both over space and time before a decision is made—a hypothesis that is further supported

by the observation that a similar mechanism is exhibited by the Jacobian as well (Figure S10). A possible explanation is that since the genes in

a cell have immediate access only to the cell’s own voltage, it would need to integrate the voltage information from across the tissue before

the tissue as a whole detects the class of the input pattern and makes a collective decision.

Division of labor: Different genes are attuned to different spatial scales of the tissue

We next analyzed the scales of sensitivity of each gene by computing the difference between the Jacobian (first-order) sensitivity to the

whole tissue and that of the single cell that contains it, averaged over the cells in the top left quadrant of the tissue (Figure 9;
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Figure 6. Differential change in model performance due to knocking out individual or patches of cells in the tissue

The darker the shade of a block, the higher the drop in performance due to knocking out that block. A cell or a patch was ‘‘knocked out’’ by freezing the states of

its corresponding genes at zero and dropping their biases to negative infinity, thereby rendering them ineffectual both as inputs and outputs.

(A) A 4x6 tissue where individual cells were knocked out.

(B) A 10x18 tissue where 2-cell x 3-cell patches (each block is a patch) were knocked out.
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mathematical details in figure caption). We found that there is a unique apportioning of the gene sensitivities among the various spatial

scales of the voltage pattern: some genes (2 and 5) are more attuned to the pattern at the tissue level, some (genes 3 and 4) to the

single-cell level, and others (genes 1 and 6) display a fine balance between the two scales. This distribution of labor suggests that

different genes play different functional roles tied to their respective spatial sensitivities. Indeed, we found that knocking out genes

2 or 5 affected detection of the non-endogenous uniform patterns but not the detection of the endogenous voltage pattern, whereas

knocking out genes 4 or 6 affected detection of the latter (Figure S11). This implies that genes 2 and 5 are specialized for the homo-

geneous (incorrect) patterns, whereas genes 4 and 6 are specialized for the heterogeneous patterns. A possible explanation that ties

these observations to the genes’ spatial sensitivity scales is that detection of homogeneity requires a tissue-level sensitivity, but hetero-

geneity requires a relatively smaller scale of sensitivity in this model. It appears that genes 2 and 5 sense whether the voltages across all

cells in tissue are equal, whereas the other genes are sensing local differences in voltages. The tissue is deemed heterogeneous if a

local patch is heterogeneous, whereas the tissue is homogeneous only if all local patches are homogeneous, hence the differences

in the corresponding scales of sensitivities.

Model predicts preservation or partial disruption of outcome in response to non-endogenous voltage patterns with altered

polarization ratios

We already know that incorrect voltage patterns can disrupt gene expression and morphogenesis in vivo.30,31,80,87,88 For example, manip-

ulating ion channels to produce a uniformly hyperpolarized pattern in this region altered forebrain markers gene expression and resulted in

stage 45 tadpoles with deformed forebrain, midbrain, and eyes (Figures 2 and 3 from ref.80). Hence, we next asked whether our model can

provide insight into the robustness of this system: which changes in the voltage pattern do and do not interfere with correct brain morpho-

logical patterning? To that end we sought to test predictions suggested by our analysis of the model’s information-processing

mechanisms.

The analyses in the previous section suggest that an asymmetric context dependency exists among the cells: the extent to which the

voltage of a cell influences the gene expression in other cells depends on the type of polarization of the other cells. Specifically, there is a

greater dependency on depolarized cells compared with hyperpolarized cells, on average, as seen in Figure 8 and quantified in Figure S5.

In other words, depolarized cells exert a greater influence than hyperpolarized cells on the gene expression of other cells regardless of their

polarization. This suggests that the proportion of depolarized to hyperpolarized cells in the tissue may be one of the factors that determines

how the voltage pattern is processed. Consequently, we tested two types of modified endogenous patterns: a ‘‘half-and-half’’ pattern and a

‘‘sharpened’’ pattern. In the half-and-half pattern, one-half of the tissue is hyperpolarized and the other half is depolarized (in essence a step

function pattern), whereas in the sharpened pattern the overall voltage pattern is maintained but fewer cells in the central band are hyper-

polarized compared with the normal pattern.

The gene activity in response to the half-and-half pattern was similar to that of the endogenous pattern on average, with a mean asymp-

totic activity of about 0.7 and 0.9 for the endogenous pattern and a mean overall activity of 0.5 in both cases, thereby predicting either a

normal brain morphology or one with very minor defects (Figure 10A). On the other hand, the gene activity in response to the sharpened

patternwas lower on average, with amean asymptotic activity of about 0.4 as comparedwith 0.9 for the endogenous pattern andmean overall

activities of about 0.3 and 0.5, respectively, thereby predicting a brain morphology with minor or substantive defects (Figure 10B). A more

nuanced analysis is presented in Figures S4 and S14. We next tested these predictions in vivo.
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Figure 7. Analytical reconstruction of the gene expression timeseries using only the second-order influence of the voltage pattern on gene expression

A comparison between the normalized original expression timeseries of the discriminator gene (dashed) for the endogenous input pattern and the

corresponding reconstruction (solid) obtained from the second-order (Hessian) influence of the endogenous voltage pattern reveals their similarity. The

timeseries was reconstructed using the equation dg6ðt+1Þ = dg6ðtÞ +
P
j˛TL

Pnc
l = 1

Pnc
k = 1cH½6� v2g6;j ðtÞ

vGpl
vGpk

ð0Þ, where TL refers to the set of cells in the top left quadrant

of the tissue and cH was optimized to fit the observed normalized dfg6ðtÞg with the initial condition dg6ð0Þ = 0. Only the cells in the 2x3 top left quadrant of

the full 4x6 tissue (dashed boxes) were considered because the model is bilaterally symmetrical both about the vertical and horizontal axes.
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Empirical testing of prediction one: Altering the voltage pattern regulating brain development in only one-half of Xenopus

embryo does not disrupt endogenous brain development

Our previous work showed that disrupting the normal membrane voltage pattern in the neural plate and surrounding ectoderm resulted in

significant abnormalities in large-scale brain morphology and function80,87,88,97,105,106 (Figures 1C and 1D). Hence our model’s first prediction

(Figure 10A) that inducing an abnormal step function bioelectric pattern will either not disrupt normal brain development or cause minor

(likely undetectable) defects, was surprising. To test this prediction, we used a well-established strategy for altering voltage patterns in Xen-

opus embryos by overexpressing ion channels via mRNA microinjection.33,42,80,87,88,105,133,134 Ion channel mRNA was titrated to the lowest

levels that produced phenotypes. As in our previous studies, there were no signs of general toxicity, ill health, or off-target effects (midline

patterning, overall growth rate, scale proportions, and behavior were normal135,136).

The neural plate and surrounding ectoderm are largely derived from the two dorsal blastomeres of the four-celled Xenopus embryo137

(Figure 11A). To convert the endogenous voltage contrast pattern to a step function pattern, we co-microinjected Kv1.5 (a voltage-gated po-

tassium channel that hyperpolarizes138) with lineage-tracer b-galactosidase mRNA into a single dorsal blastomere (Figures 11A–11C). Unin-

jected embryos and embryos injected only with b-galactosidase mRNA served as controls. Imaging of �stage 15 embryos using voltage re-

porter dyes confirmed that Kv1.5 + b-galactosidase mRNA microinjection hyperpolarized only the injected half of the neural plate and

surrounding ectoderm, changing the normal V-shaped voltage pattern seen in control embryos to a step function pattern (Figures 11B

and 11C). We then evaluated brain morphology and confirmed our microinjection tissue targeting at stage 45. Our perturbations were spe-

cifically targeted to central nervous tissue (brain, eye, and spinal cord) as confirmed by specific localization of b-galactosidase lineage label in

these tissues (Figure 11G), and we did not observe any extraneous morphological defects outside CNS in the injected tadpoles. At stage 45,

control tadpoles showed normal brain patterning85 (Figures 11D and 11H). Surprisingly, as predicted by the model, the Kv1.5 + b-galactosi-

dase mRNA-injected tadpoles also exhibited normal brain patterning (Figures 11E and 11H). To demonstrate that this counter-expectation

result is not specific to Kv1.5 channels but is due to the altered voltage pattern, we repeated the experiment with a different channel, Kir4.1,

which is also known to hyperpolarize cells.35,139 Microinjecting Kir4.1 mRNA in the same protocol also resulted in stage 45 tadpoles with

normal eye and brain patterning (Figure 11H).
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Figure 8. Spatiotemporal dynamics of the second-order control of gene expression by the endogenous voltage pattern

Each undirected edge represents a pair of cells whose voltages collectively influence the expression of an average discriminator gene in the top left quadrant. The

weight of these edges indicates the degree of influence (second-order derivative) exerted by the voltages of the corresponding pairs of cells on the discriminator

gene, whereas their colors indicate whether the influence is positive or negative (strong purple means strongly positive and strong orange/brownmeans strongly

negative). These edges represent the summation term in the equation dg6ðt+1Þ = dg6ðtÞ +
P
j˛TL

Pnc
l= 1

Pnc
k = 1cH½6� v2g6;j ðtÞ

vGpl
vGpk

ð0Þ, where TL refers to the set of cells in the

top left quadrant of the tissue and cH was optimized to fit the observed normalized dfg6ðtÞg with the initial condition dg6ð0Þ = 0. Only the cells in the 2x3 top left

quadrant of the full 4x6 tissue (dashed boxes) were considered because the model is bilaterally symmetrical both about the vertical and horizontal axes. For

clarity, only about 10% of the observed edges are shown. The arrows running from one band to another serve as a visual illustration of the average weighted

and signed influence exerted by the three bands on the target top left quadrant of the pattern.
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These results confirm themodel’s first prediction (Figure 10A) that certain specific deviations from the normal endogenous voltage pattern

responsible for brain development do not result in large-scale brain morphology defects.

Empirical testing of prediction two: Sharpening the voltage contrast pattern by reducing the number of neural plate

hyperpolarized cells in the endogenous pattern results in brain morphology defects

To test the model’s second prediction (Figure 10B), we used the same strategy, but in this case injecting a well-characterized dominant-

negative KATP construct (DNKir6.1p), which is known to inhibit endogenous KATP channels and cause depolarization.22,33,140 Again our per-

turbations were specifically targeted to central nervous tissue (brain, eye, and spinal cord) as seen by specific localization of b-galactosi-

dase in these tissues in the tadpole (Figure 12G), and we did not observe any extraneous morphological defects outside CNS in the

injected tadpoles. In comparison to control embryos, which exhibit the characteristic voltage contrast pattern and normal brain

morphology85 (Figures 12D and 12H), DN-KATP + b-galactosidase mRNA microinjection depolarized only the injected half of the neural

plate and surrounding ectoderm (Figures 12B and 12C), decreasing the number of hyperpolarized cells in the neural plate to create a nar-

rower central band of hyperpolarized cells while maintaining the overall voltage contrast pattern (Figures 12B and 12C). A reasonable

expectation (based on previously published manipulations of the voltage pattern in vivo) would be that this compressed, but qualitatively

similar, pattern would still be sufficient to direct normal brain morphology. However, our results defied this expectation and instead

confirmed the model’s novel prediction. At stage 45, DN-KATP + b-galactosidase mRNA-injected tadpoles had significant brain

morphology defects, but only on the injected side (Figures 12E and 12H). b-galactosidase staining of stage 45 tadpoles confirmed in-

tended tissue targeting (Figures 12F–12H).

These results confirm the model’s second prediction (Figure 10B) that, in addition to the shape of the voltage pattern, the proportion of

depolarized and hyperpolarized cells that form the pattern is also a crucial factor in regulating embryonic brain development.

DISCUSSION

Knowledge gap: Mapping multicellular voltage pattern to gene expression

A central goal of developmental biology is to understand howmultiplemodalities (e.g., biophysical, transcriptional, and biochemical) interact

to reliably produce the correct target morphology of complex organs. Bioelectric signaling is becoming increasingly recognized as an
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Figure 9. A division of labor exists among the genes in terms of their sensitivities to the different spatial scales of the voltage pattern

The difference between the first-order (Jacobian) directional derivatives of the gene activities computed with respect to the voltage at the tissue level and the

single-cell level tends to be positive for genes i = 2 and 5, negative for genes 3 and 4, andmostly balanced but interspersed with positive spurts for genes 1 and 6.

This quantity, known as the net scale sensitivity of a gene, is defined as SðiÞ =
P
j˛ TL

Pnc
l = 1

1ffiffiffiffi
nc

p vgi;jðtÞ
vGpl

ð0Þ �
P
j˛TL

vgi;j ðtÞ
vGpj

ð0Þ. Here, the first term is a directional derivative and

computes the net sensitivity to the tissue, and the second term refers to the single cell. The term 1=
ffiffiffiffiffi
nc

p
is a normalization term for computing the directional

derivative along the direction of the unit vector, thus enabling the comparison between the two scales of the tissue and the single cell. The corresponding

inclinations of sensitivity are toward the tissue level, single-cell level, and an intermediate level, respectively. Due to the symmetry of the model, only the

genes contained by the cells in the 2x3 top left quadrant of the full 4x6 tissue were considered for these calculations.
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important component of developmental control mechanisms,19–21 especially as concerns craniofacial patterning.30,31 Great strides have been

made in dissecting cellular level transduction mechanisms and specific transcripts downstream of voltage-mediated signaling. However,

much remains to be learned about how multicellular bioelectric patterns are interpreted by cellular collectives and bioelectric patterns inter-

face with downstream genetic, biochemical, and biomechanical signals.57,59,60,82,88,141

Evolution utilizes bioelectric patterns as a code,142–144 because, like other biological codes, bioelectric signaling involves the mapping

of arbitrary signals to specific outcomes. Specific voltage patterns are now known to be associated with organ-level fates, able to induce

for example tails,64 heads,81 eyes,22 and a variety of other structures in ectopic locations. In all these cases, the triggering stimulus is not a

specific gene product that intrinsically is associated with that organ structure, but a physiological state that is arbitrary in the sense that it

could have been mapped to any outcome just as easily. Indeed, specific ion channels and pumps, and even ionic species, can be swapped

out at will, as long as the resulting electrophysiological states are the same (e.g., ref.63). Thus, much as with DNA, epigenetic, and other

codes, the assignment of trigger to outcome is set by the interpretation machinery, not by intrinsic (biophysical or genetic) properties of

the stimulus. Thus, efforts to understand and exploit this for biomedical purposes can reasonably be viewed as attempting to crack the

bioelectric code107: to work out the mapping of bioelectric input states (the symbols) to the anatomical/morphological outcomes they

entail in vivo.

Critically, it is now seen that during development and regeneration, the triggering stimulus for specific responses is not the voltage of a

single cell, but a spatial distribution of resting potentials. Thus, a key question concerns how downstreammorphogenetic decisions (such as

formation of eyes,22 patterning of the anterior-posterior61,81 and left-right32,134 axes, and size control39–42) are triggered by voltage patterns

spread across cell fields (not simply the cell-autonomous control of transcription by the cell’s own Vmem). If diverse aspects of organ size and

shape, driven by cell behaviors (migration, differentiation, apoptosis, and gene expression), are triggered by specific multicellular patterns of

membrane potential, how can cells read a large-scale pattern as input and determine whether it is correct or not (Figure 13)?

A model of generic bioelectric pattern recognition by transcriptional readouts

We sought to develop amodel of the interplay between voltage control mechanisms and gene-regulatory networks. Complementing loss-of-

function studies identifying elements necessary for this to occur, we wanted to show the first constructivist model that illustrates what dy-

namics are sufficient for native gene-regulatory circuits to reach the correct state downstream of recognizing the appropriate large-scale or-

gan prepattern. The Xenopus brain is an ideal context for such work because both the correct and incorrect patterns of bioelectric signals in
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Figure 10. Model predictions about the responses to two types of non-endogenous input voltage patterns with different polarization ratios simulated

in a 10x18 tissue

Average activity levels of the discriminator gene in response to (A) a voltage pattern with a less skewed ratio of polarization in comparison to the endogenous

pattern: a half-and-half (step function) voltage pattern where the left half is hyperpolarized and the right half is depolarized (inset); (B) a voltage pattern with a

more skewed ratio of polarization in comparison to the endogenous pattern: a sharpened voltage pattern where the overall pattern is maintained but the

hyperpolarized neural plate (central band) is only a third of its original normal size (inset).
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the nascent brain,80,87,88,97,105 and at least some of the transcriptional targets required for brain development downstream,116,145,146 are

known.

Our model is generically applicable to any scenario in which specific voltage patterns induce changes in gene expression. It does not

depend on the molecular identity of the genes or signaling methods and thus can be applied beyond the tadpole brain. However, it was

formulated so as to be completely consistent with the large amount of existing knowledge about brain patterning. For example, the down-

stream genes being controlled are known to include Otx2, Pax6, Foxg1, Emx1, Sox2, and Notch. Likewise, the paracrine signaling mech-

anism shown in the model (Figures 1, 2, and 3) can be instantiated by known signals such as calcium, cAMP, serotonin, integrin, and Notch.

There are additional elements such as morphogens14,15,100 that are crucial and evolutionarily conserved components of neural patterning,

which are not included here because the details of their connection to bioelectric regulation of brain patterning are not yet available. How-

ever, bioelectric control of morphogen movement has been seen in other systems, and this can be readily added to our model in specific

cases where data exist.
Emergent features of the model not directly selected for: An analysis of model dynamics

The minimal recurrent dynamical model described here, designed using supervised machine learning techniques, recapitulates the experi-

mentally observed phenomenon of bioelectric control of morphogenesis in the nascent Xenopus embryo: only certain appropriately shaped

voltage contrast patterns across the neuroectoderm tissue result in the correct development of the brain. Even though we trained a small

model, consisting of only 24 cells, its behavior scaled up to larger tissues with up to about 400 cells—a biologically realistic number. Interest-

ingly, this suggests that the learned dynamics are somewhat general, that is, not specific to the particular network size or shape seen in

training, though within limitations. Moreover, this means that any insights derived from the analysis of the original smaller model would

be applicable to a range of larger tissue sizes. The cap on the scaling ability of the model may be due to absence of an active scaling mech-

anism such as the ‘‘expander-repressor’’ scheme147,148 and may simply have been a result of a buffering mechanism that allows tolerance to

delay in signal propagation fromdistant regions of the tissue. Thismay be due to the fact that the input bioelectric pattern is already scaled (by

the experimenter) and may itself implicitly supply most of the scaling information.

Analysis of the information-processing mechanisms underlying the model’s pattern discrimination behavior revealed that it employs a

feedforward-like control mechanism (Figure 7) where the spatial voltage pattern influences a relatively more dominant control on gene

expression, rather than the other way around, despite the complex feedback connectivity between the bioelectric patterns and the genes

(Figure 3). Further analysis revealed a unique oscillatory mechanism with which different regions of the tissue influence gene expressions

in distant cells at different points in time (Figure 8). The statistical properties of this mechanism predicted that other spatial voltage patterns

with atypical ratios of the number of hyperpolarized to depolarized cells in the neural plate tissue could also result in a normal brain (Figure 10).

These predictions were later experimentally verified (Figures 11 and 12).

Our model demonstrates how bioelectric control of gene expression can extend beyond the scope of a single cell51 by showing that the

macroscale shape of bioelectric patterns across a tissue can control gene expression in the (microscale) cells comprising it. In other words, our
14 iScience 26, 108398, December 15, 2023
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Figure 11. Perturbation of voltage in one-half of an embryo, creating a step function voltage pattern, does not cause defects in brain morphology

(A) Illustration of Xenopus embryo at stage 3 (four-cell), indicating two dorsal blastomeres as main precursors of eye and brain and two ventral blastomeres as

main precursors of non-neural tissues.137,171

(B) Normal voltage pattern in control (uninjected) stage�15 Xenopus embryos. Top: illustration of expected membrane voltage distribution in stage 15 embryo

and expected voltage pattern along the dashed line; bottom: representative image of CC2-DMPE:DiBAC voltage-reporter-dyes-stained embryos, showing

characteristic hyperpolarization in the neural plate (yellow arrows) and surrounding depolarized ectoderm80,87,88 (N = 6) and quantification of CC2-

DMPE:DiBAC4 images along the dashed line indicated in the illustration along with electrophysiology-based membrane voltage approximations. Data are

mean+/� SD.

(C) Step function voltage pattern at stage �15 in embryos microinjected with Kv1.5 + b-galactosidase mRNA in one dorsal blastomere at four-cell stage. Top:

illustration of expected membrane voltage distribution in injected stage 15 embryo and expected voltage pattern along the dashed line; bottom: representative

image of CC2-DMPE: DiBAC voltage-reporter-dyes-stained embryos, showing characteristic hyperpolarization in neural plate (yellow arrow) but hyperpolarized

ectoderm only on the injected side (red arrow) (N = 6) and quantification of CC2-DMPE:DiBAC4 images along the dashed line indicated in the illustration along

with electrophysiology-based membrane voltage approximations. Data are mean+/� SD.
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Figure 11. Continued

(D–G) Representative images of stage 45 tadpoles. (D, E) Tadpoles from uninjected (D) or injected (E) embryos. Blue arrowheads indicate intact nostrils,

orange brackets indicate intact forebrain (FB), yellow brackets indicate intact midbrain (MB), cyan brackets indicate intact hindbrain (HB) and intact eyes (e) (F,

G) b-Galactosidase expression assessed using X-Gal (blue) in bleached tadpoles. In injected tadpoles (G), X-gal staining is evident in the eye and brain on the

injected side (blue arrowheads) but not the uninjected side (magenta arrowheads), validating our targeting of mRNA microinjection. There was no X-gal

staining (magenta arrowheads) in uninjected tadpoles (F) (N > 10 tadpoles per experimental group).

(H) Quantification of brain morphology defects in stage 45 tadpoles under different injection conditions demonstrates no significant differences among any of the

injection conditions. All injections weremade into the right dorsal blastomere at 4-cell stage as indicated in the schematic under each graph. Percentage of tadpoles

with brain defects for each experimental group are as follows: Controls: 8%, b-galactosidase: 7%, Kv1.5 + b-galactosidase: 8%, and Kir4.1: 6%. Data are meanG SD,

n.s. = non-significant (one-way ANOVA with Tukey’s post-hoc test for n = 3 independent experiments with N > 50 embryos per treatment group per experiment).
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model shows how gene expression can be a function of not the local voltage of individual cells but the global multicellular voltage pattern.

This fact is made evident in the observation in Figure 4A that while a fully depolarized input voltage pattern results in deactivation of the

genes, the endogenous pattern activates them, even though the polarization levels of the left and the right bands of the tissue are the

same in both patterns (depolarized). Our analysis revealed interpretable spatiotemporal information-integration mechanisms that the model

employs to both recognize and discriminate between the various input voltage patterns, as depicted in Figures 6, 7, 8 and 9. Importantly, the

model was not micro-managed to implement all of the features we found; our analysis of this model revealed numerous surprising emergent

features that had not been specifically included in the design, thus illustrating the power of such approaches for uncovering emergent aspects

of even simple mechanisms.149,150 Further experimental testing of these predictions of such emergent features is needed to verify if they

indeed are truly being employed in various morphogenetic contexts.

One of the unique features of themechanism is functional specialization. There are two ways in which functional specializationmanifests in

our model. First, certain cell positions are more important in interpreting bioelectric patterns than others (Figure 6). This suggests that col-

lective cell decision-making in this context occurs via a partially distributed system, which allows the system to be robust to external pertur-

bations and at the same time be highly plastic, since change in a few key cell positions can drastically change the interpretation of patterns.

This is supported by our in vivo experiments that demonstrate that while drastic changes in the bioelectric pattern still result in normal brain

morphology (Figure 12), other relativelyminor changes could significantly alter the outcomes (Figure 13). Second, different genes are sensitive

to different spatial scales of the bioelectric pattern, ranging from the level of the tissue to that of the single cell (Figure 9). Even though such

division of labor may be inevitable in a decentralized information-processing system, it is the particular way in which labor may be divided

among the genes that we note is interesting.

The ratio of depolarized to hyperpolarized cells in the tissue is another important property of the voltage pattern that determines the

outcome of the bioelectric regulation of gene expression (Figures 10 and S5). That is, the extent to which the voltage of a cell influences

the gene expression in other cells depends on the type of polarization of other cells. This is validated by our in vivo experiment where a slight

change in proportion of polarized cells while keeping the overall bioelectric pattern same results in major brain development deformities.

Particularly of interest is the observation that the depolarized (non-neural ectoderm) cells are more important in this collective cell deci-

sion-making process than the hyperpolarized (neural ectoderm) cells. This means that developmental patterning of any tissue or organ is

as much dependent on cells in the surrounding embryo as on the cells making up that tissue and organ. In hindsight, this makes sense as

no embryonic tissue develops in a vacuum but instead is part of a whole organism, and all tissue developments have to be somewhat coor-

dinated for the proper development of the whole organism.

The other characteristic features of the information-processing mechanism employed by our model included long-distance influence and

a simplified voltage-gene control. Long-distance influence (Figure 8) allows the genes in a cell to be responsive to the states of faraway

cells.151 In particular, some of these interactions bring cells that are distant in physical space, closer in physiological (voltage) space—a phe-

nomenon that one could view as a generalization of Hebbian learning.Not only is the responsiveness of the genes not local but also the extent

of the non-locality dynamically varies. This adds another layer of complexity to gene expression and regulation especially during active

morphogenesis, where gene expression at any given time can no longer be considered as a static readout of the state of that cell but should

be viewed as a culmination of several influences, local and distant, perhaps similar to that of input integration on a neuron. The simplified

voltage-gene control mechanism (Figure 7) allows the voltage pattern to effectively control the discriminator gene in a direct fashion, thus

masking the recurrent connectivity among the genes (a simple analog of this setting is described in Methods and analyzed in Figures S6

and S7). This feature is analogous to the concept of ‘‘canalization’’ that is known to often endow biological systems with the ability to shield

itself from random mutations.152 In the context of complex dynamical systems, it translates into a phenomenon where only a subset of the

nodes or pathways in the network actually direct the system to its final attractor state for a given initial state.153,154 Our model also exhibits

a similar canalizing relationship between the voltage pattern and the discriminator gene expression in that the former is sufficient to deter-

mine the asymptotic expression of the latter. Moreover, we have described this relationship in formal terms and characterized it as existing at

the second-order level (Figure 7), as indicated by a dominant Hessian tensor. This mathematical understanding of canalization in the specific

context of the relationship between bioelectricity and gene expression is crucial to advance our understanding of the bioelectric control of

morphogenesis in Xenopus and possibly other biological systems. These hypotheses can be experimentally tested in vivo using a temporally

dynamic gene expression monitoring system during embryonic development.

The aforementioned discussions identify the critical features of the model as dynamical phenomena such as functional specialization,

sensitivity, and control. This raises the question of whether there may be structural motifs underlying some of these dynamical mechanisms.
16 iScience 26, 108398, December 15, 2023
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Figure 12. Perturbation of voltage to decrease neural plate hyperpolarized cells while minimally changing the overall voltage pattern leads to

significant brain morphology defects

(A) Illustration ofXenopus embryo at stage 3 (four-cell) indicating two dorsal blastomeres asmain precursors of eye and brain and two ventral blastomeres asmain

precursors of non-neural tissues.137,171

(B) Endogenous voltage pattern in control (uninjected) stage�15 embryos. Top: illustration of expected membrane voltage distribution in stage 15 embryo and

expected voltage pattern along the dashed line; bottom: representative image of embryo stained with CC2-DMPE:DiBAC4 voltage reporter dyes, showing

characteristic hyperpolarization in the neural plate (yellow arrows) and surrounding depolarized ectoderm80,87,88 (N = 6) and quantification of CC2-

DMPE:DiBAC4 images along the dashed line indicated in the illustration along with electrophysiology-based membrane voltage approximations. Data are

mean+/� SD.

(C) Altered voltage pattern in stage �15 embryos microinjected with DN-KATP + b-galactosidase mRNA in one dorsal blastomere at four-cell stage. Top:

illustration of expected membrane voltage distribution in injected stage 15 embryo and expected voltage pattern along the dashed line; bottom:

representative image of injected embryo stained with CC2-DMPE: DiBAC4 membrane voltage reporter dyes showing reduced region of hyperpolarization in

neural plate and narrower hyperpolarization region (empty yellow arrow) (N > 6 embryos per experimental group) and quantification of CC2-DMPE:DiBAC4

images along the dashed line indicated in the illustration along with electrophysiology-based membrane voltage approximations. Data are mean+/� SD.
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Figure 12. Continued

(D–G) Representative images of stage 45 tadpoles. (D, E) Tadpoles from uninjected (D) or microinjected withDN-KATP + b-galactosidasemRNA (E) embryos. Blue

arrowheads indicate intact nostrils; orange, yellow, and cyan brackets indicate intact forebrain (FB), midbrain (MB), and hindbrain (HB), respectively. (e) indicates

intact eyes, and orange arrowheads indicate mispatterned brain and eye. (F, G) b-Galactosidase expression assessed using X-Gal (blue) in bleached tadpoles

either left uninjected (controls) or co-injected with DN-KATP + b-galactosidasemRNA. There was no X-gal staining (magenta arrowheads) in uninjected tadpoles

(F) In injected tadpoles (G), b-galactosidase was observed in the eye and brain on the injected side (blue arrowheads) but not the uninjected side (magenta

arrowheads), confirming expected targeting of microinjected mRNAs. (N > 10 tadpoles per experimental group).

(H) DN-KATP + b-galactosidase injection significantly increased the percentage of stage 45 tadpoles with brain morphology defects: uninjected or

b-galactosidase controls—both 9%; DN-KATP + b-galactosidase—53%. All injections were made into the right dorsal blastomere at four-cell stage as

indicated in the schematic under each graph. Data are mean G SD, **p < 0.01, n.s. = non-significant (one-way ANOVA with Tukey’s post-hoc test for n = 3

independent experiments with N > 50 embryos per treatment group per experiment).
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Figure 3 highlights some of the characteristic features of the two-cell network involving recurrent connections with a mixture of positive and

negative regulation that may be posited to facilitate intercellular communication in a stable manner. However, such structural patterns in a

two-cell context cannot possibly convey the complete mechanism, as that would require many more than two cells. More importantly, what

ultimately steers collective decision-making in ourmodel is the dynamics that leverages structural patterns and not the structures themselves.

For example, the asymmetry of the initial voltage pattern plays an important role by breaking the intercellular structural symmetry (which re-

mains fixed regardless of the input voltage patterns) to make appropriate decisions. In other words, at least in the case of this model, analysis

of the dynamics rather than structure is more important for understanding collective decision-making.

Surprising features of the model’s predictions were confirmed empirically

Ourmodel generated several unexpected predictions that were tested in vivo (Figures 10, 11, 12, and 13). For instance, altering the bilaterally

symmetrical endogenous bioelectric pattern, which was hitherto thought to be required for normal brain development,87,88 by reducing the

number of depolarized cells and disrupting the symmetry, still led to normal brain development on both sides (Figures 10A and 11). This con-

firms the ability of the combined bioelectric-GRN system to collectively achieve outcomes despite perturbations by leveraging correct infor-

mation on one side to accommodate informational defects on the other side.

On the other hand, increasing the proportion of polarized cells while maintaining the symmetry of the pattern led to major brain devel-

opment defects. This is also counter-intuitive because the overall bioelectric pattern is maintained and so it should have led to normal brain

patterning. These observations make sense in light of the fact that the depolarized cells in our model are more influential than the hyperpo-

larized cells (Figure S5): there is just enough of them in the first case to not suppress the signals passed by the hyperpolarized cells, whereas an

overwhelming number of them in the second case renders the system as effectively comprising only depolarized cells. Theymoreover indicate

the robustness of this system to perturbations: as long as critical information on integration nodes is maintained, the correct target

morphology will be achieved. These results show that what might seem an obvious pattern to an observer scientist might not correctly reflect

the underlying salience to the cell group, given the computations and interpretations beingmadeby the cell collective. In other words, the cell

collective’s interpretation and decision-making cannot be intuited by static experimental observations. This underscores the importance of

makingmodels like this and analyzing them for effective triggers of change (and input invariants), whichmay not be otherwise obvious. Herein

lies the relevance of models like these in gaining insights in complex biological processes.

Future work based on these results

Ourmodel also generatesmany hypotheses for future experiments thatmay lead to a better understanding of the phenomenon studied here.

For example, our model predicts an asymmetric relationship between voltage and genes in that the connectivity from the former to the latter

is stronger than the reverse direction (Figures 3 and S13). We hypothesize that this feature facilitates the reliable translation of the upstream

bioelectric pattern of the neural plate into the downstreamgene expression despite the recurrent connectivity between them. This hypothesis

is partly supported by our previous in vivo observation that creating ectopic neural plate pattern in Xenopus embryos results in ectopic gene

expression and ectopic brain tissue even outside the head region.80 Future experiments that characterize the relationship between voltage

and genes in Xenopus embryonic tissues could attempt to verify this prediction.

One immediate impact of this current iteration of modeling is that we now have an idea of the control properties of gene expression

changes regulated by neural plate bioelectric patterns. Future work can thus screen for these characteristics in expression pattern ofmembers

of Fox, Sox, Zic, and Irx families (known to be important in neural patterning) to determine which of these genes might be regulated by the

neural plate bioelectric pattern. Similarly, once we know the specific integration mechanism connecting the bioelectric signals with paracrine

signals, we can then search for the plethora of paracrine signals (such as calcium, cAMP, serotonin, integrin, Notch, etc.) that show a similar

integration pattern; that mechanism becomes a likely candidate for paracrine mechanism involved in bioelectric signaling, which of course

needs to be tested in vivo. This approach can accelerate work by focusing on a subset of possible mechanisms to be empirically tested for

involvement in bioelectric signaling.

Another future experiment is inspired by the causal integration analysis of our model that shows that information about the bioelectric

pattern is integrated across space and time into gene activity (Figure 8). Specifically, the genes in a cell are differentially influenced by the

voltages of cells whose locations depend nonlinearly on the stage of development (Figure 8). For example, the most influential cells at
18 iScience 26, 108398, December 15, 2023



Figure 13. An overview of the current knowledge and gaps in our understanding of Xenopus brain development

(A) A schematic of the general state of our knowledge in embryonic brain patterning and the area of focus of this study.

(B) A schematic of the functional relationship in which a spatial pattern (the characteristic bell curve voltage distribution, left panel) is transduced into specific gene

expression decisions (middle panel, taken from with permission from ref.84) that is required to implement mature brain anatomy (right panel).
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latest developmental stages could be the ones that are close by rather than those that are further away (Figure 8, t = 125, for instance).

Experiments that attempt to understand the dynamics of bioelectric regulation during development could characterize the nonlinear

pattern of this spatiotemporal influence and match its characteristics with that predicted by our model. Finally, our model predicts that

it is the voltages of pairs of cells, rather than those of single cells, that significantly influences gene expression (Figure 7). This is expected

since correct detection of a voltage pattern requires comparisons of the voltages of pairs or even larger groups of cells at the minimum;

detection of the whole pattern would be an outcome of the integration of those comparisons. Future experiments could study the effect of

perturbations of the voltages of pairs or even groups of cells on tissue-wide gene expression. If verified, it would imply that bioelectric

regulation is indeed of a higher-order nature, and it would inspire more experiments involving multidimensional perturbations that might

help decipher the combinatorial nature of the bioelectric code and biological regulation in general. In future iterations of this model (after

collecting insights from experimental investigations) we will incorporate bioelectric-morphogen and bioelectric-mechanical signals during

neural patterning in the model. This will allow us to make predictions in a wider area of neural patterning serving an even wider community

of scientists working in this area. This approach shows that the modeling work can be of immense biological relevance without needing

every single molecular level detail in the model.
Broader aspects of the dynamics uncovered by the model

Our results complement the current focus on molecular pathways in which events propagate at a single scale: for example, proteins interact-

ing with other proteins and genes regulating other genes within a cell. Here, we see how specific genes can be triggered by multicellular

patterns. This, and the surprising aspects of long-range impact and stability we uncover, may have implications for gene therapy. For instance,

it may be possible to regulate certain genes not directly but indirectly through large-scale features such as bioelectric voltage patterns pre-

sent at some distance.88,97,155–158

Our model also shares functional features with a class of problems faced by nervous systems: for example, to respond to a visual stim-

ulus, behavioral modules must be triggered by complex patterns of inputs in the retina, not the states of individual retinal cells. The tissue

bioelectric system has been proposed to be an ancient version of a complex set of circuits which began by controlling the traversal of body

configuration through anatomical morphospace3,159 and eventually evolved to solve the same navigational problem in conventional 3D

behavioral spaces.159 The proposal that tissue developmental bioelectric signaling may be the evolutionary origin of the brain, and of

its multiscale, top-down pattern recognition capacities,1,9 is consistent with the idea that morphogenesis performs some of the same

computational tasks.160

Given the important role that electrophysiology has in regulating the scale of signaling across biology, we can ask if the physical

boundaries of a given cell in our multicellular model (Figure 1F) are relevant and to what extent. Are there larger or smaller effective
iScience 26, 108398, December 15, 2023 19
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boundaries cutting across clusters of cells and genes that are more meaningful for the pattern discrimination problem? It has been hy-

pothesized, in the context of cancer and morphogenesis, that when active biological units such as cells come together in informationally

connected groups,161–163 the computational boundary demarcating a coherent ‘‘individual’’ could scale up from single units to the col-

lective. Large-scale phenomena such as morphogenesis have been described as behaviors of a collective intelligence in anatomical

morphospace.3,164,165 Could our neuroectoderm tissue similarly possess functional boundaries larger than that of a single cell in

ways that could facilitate pattern discrimination at the tissue level? Our analysis has already provided hints to support this view, where

small clusters of cells seem to act as coherent modules in terms of the constituent cells’ similarity in behavior during the spatiotemporal

integration process (Figure 8). Moreover, more than one such instructive causal nexus exists in the tissue—these may be separated in

physical space but interact with each other at certain times (Figure 8)—an indication that they may be closer in ‘‘physiological space’’

even if distant in physical space.

These results weave together the components of an exciting emerging field, including developmental biophysics, dynamical systems, and

machine learning. Future advances in computational perspectives on the activity of multi-scale biological systems will reveal bothmechanistic

and cognition-based perspectives that optimize insight, prediction, and control. These frameworks will be an essential component of the

future roadmap to exploit the innate competencies of biological systems as information-processing agents, thus overcoming themany funda-

mental barriers facing purely bottom-up molecular approaches. Complementary fusion of both approaches will greatly potentiate the dis-

covery of interventions for regenerative medicine and synthetic bioengineering.
Limitations of the study

Our model, an example of digital embryogeny,166–170 was designed not to make claims about specific gene products, but rather to

show a general design principle sufficient to explain the observed tissue-wide, multimodal collective behavior. Such models will be

made even more bio-realistic in the future by training the model from scratch with real-time dynamic physiomic and transcriptomic da-

tasets that will come online in subsequent years. Our analysis offers one possible set of mechanisms that the neural ectoderm might be

employing; others are not ruled out, though experimental validation of their predictions provides compelling support. It may be inter-

esting in the future to map out the space of all possible mechanisms in a way that could even throw light on the evolutionary aspects of

the system.

Our model may further be limited by its minimal and phenomenological nature, in that the model does not precisely map to the known

biological components in a comprehensive way; rather it assumes simplified representations of the biological features. As a result, it does not

generate precise quantitative predictions about the voltage and gene expression values that could be experimentally verified. Therefore, our

modelmay not be helpful in predicting the outcomes of precise interventions at the level of known individual genes. Still, themodel proved to

be useful by virtue of its ability to generate high-level predictions about eventual morphological outcomes.
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47. Krüger, J., and Bohrmann, J. (2015).
Bioelectric patterning during oogenesis:
stage-specific distribution of membrane
potentials, intracellular pH and ion-
transport mechanisms in Drosophila ovarian
follicles. BMC Dev. Biol. 15, 1.

48. Fennelly, C., and Soker, S. (2019). Bioelectric
Properties of Myogenic Progenitor Cells.
Bioelectricity 1, 35–45.

49. van Vliet, P., de Boer, T.P., van der Heyden,
M.A.G., El Tamer, M.K., Sluijter, J.P.G.,
Doevendans, P.A., and Goumans, M.J.
(2010). Hyperpolarization induces
differentiation in human cardiomyocyte
progenitor cells. Stem Cell Rev. Rep. 6,
178–185.

50. Sundelacruz, S., Levin, M., and Kaplan, D.L.
(2009). Role of membrane potential in the
regulation of cell proliferation and
differentiation. Stem Cell Rev. Rep. 5,
231–246.

51. Levin, M., Pezzulo, G., and Finkelstein, J.M.
(2017). Endogenous Bioelectric Signaling
Networks: Exploiting Voltage Gradients for
Control of Growth and Form. Annu. Rev.
Biomed. Eng. 19, 353–387.

52. Pai, V.P., Martyniuk, C.J., Echeverri, K.,
Sundelacruz, S., Kaplan, D.L., and Levin, M.
(2016). Genome-wide analysis reveals
conserved transcriptional responses
downstream of resting potential change in
Xenopus embryos, axolotl regeneration,
and human mesenchymal cell
differentiation. Regeneration (Oxf) 3, 3–25.

53. Silver, B.B., Zhang, S.X., Rabie, E.M., and
Nelson, C.M. (2021). Substratum stiffness
tunes membrane voltage in mammary
epithelial cells. J. Cell Sci. 134, jcs256313.

54. Silver, B.B., Wolf, A.E., Lee, J., Pang, M.F.,
and Nelson, C.M. (2020). Epithelial tissue
geometry directs emergence of bioelectric
field and pattern of proliferation. Mol. Biol.
Cell 31, 1691–1702.

55. Cervera, J., Pietak, A., Levin, M., and Mafe,
S. (2018). Bioelectrical coupling in
multicellular domains regulated by gap
junctions: A conceptual approach.
Bioelectrochemistry 123, 45–61.

56. Pietak, A., and Levin, M. (2017). Bioelectric
gene and reaction networks: computational
modelling of genetic, biochemical and
bioelectrical dynamics in pattern regulation.
J. R. Soc. Interface 14, 20170425.

57. Riol, A., Cervera, J., Levin, M., and Mafe, S.
(2021). Cell Systems Bioelectricity: How
Different Intercellular Gap Junctions Could
Regionalize a Multicellular Aggregate.
Cancers 13, 5300.

58. Cervera, J., Levin, M., and Mafe, S. (2021).
Morphology changes induced by
intercellular gap junction blocking: A
reaction-diffusion mechanism. Biosystems
209, 104511.

59. Cervera, J., Ramirez, P., Levin, M., and Mafe,
S. (2020). Community effects allow
bioelectrical reprogramming of cell
membrane potentials in multicellular
aggregates: Model simulations. Phys. Rev. E
102, 052412.
60. Cervera, J., Meseguer, S., Levin, M., and
Mafe, S. (2020). Bioelectrical model of head-
tail patterning based on cell ion channels
and intercellular gap junctions.
Bioelectrochemistry 132, 107410.

61. Beane, W.S., Morokuma, J., Adams, D.S.,
and Levin, M. (2011). A chemical genetics
approach reveals H,K-ATPase-mediated
membrane voltage is required for planarian
head regeneration. Chem. Biol. 18, 77–89.

62. Adams, D.S., Tseng, A.S., and Levin, M.
(2013). Light-activation of the
Archaerhodopsin H(+)-pump reverses age-
dependent loss of vertebrate regeneration:
sparking system-level controls in vivo. Biol.
Open 2, 306–313.

63. Adams, D.S., Masi, A., and Levin, M. (2007).
H+ pump-dependent changes in
membrane voltage are an early mechanism
necessary and sufficient to induce Xenopus
tail regeneration. Development 134,
1323–1335.

64. Tseng, A.S., Beane,W.S., Lemire, J.M., Masi,
A., and Levin, M. (2010). Induction of
vertebrate regeneration by a transient
sodium current. J. Neurosci. 30, 13192–
13200.

65. Chernet, B.T., Adams, D.S., Lobikin, M., and
Levin, M. (2016). Use of genetically encoded,
light-gated ion translocators to control
tumorigenesis. Oncotarget 7, 19575–19588.

66. Chernet, B.T., and Levin, M. (2013).
Transmembrane voltage potential is an
essential cellular parameter for the
detection and control of tumor
development in a Xenopus model. Dis.
Model. Mech. 6, 595–607.

67. Mathews, J., Kuchling, F., Baez-Nieto, D.,
Diberardinis, M., Pan, J.Q., and Levin, M.
(2022). Ion Channel Drugs Suppress Cancer
Phenotype in NG108-15 and U87 Cells:
Toward Novel Electroceuticals for
Glioblastoma. Cancers 14, 1499.

68. Gentile, S. (2016). hERG1 potassium channel
in cancer cells: a tool to reprogram
immortality. Eur. Biophys. J. 45, 649–655.

69. Kale, V.P., Amin, S.G., and Pandey, M.K.
(2015). Targeting ion channels for cancer
therapy by repurposing the approved
drugs. Biochim. Biophys. Acta 1848,
2747–2755.

70. Arcangeli, A., and Becchetti, A. (2010). New
Trends in Cancer Therapy: Targeting Ion
Channels and Transporters.
Pharmaceuticals 3, 1202–1224.

71. Wulff, H., Castle, N.A., and Pardo, L.A.
(2009). Voltage-gated potassium channels
as therapeutic targets. Nat. Rev. Drug
Discov. 8, 982–1001.

72. Djamgoz, M.B.A., Coombes, R.C., and
Schwab, A. (2014). Ion transport and cancer:
from initiation tometastasis. Philos. Trans. R.
Soc. Lond. B Biol. Sci. 369, 20130092.

73. Yang, M., and Brackenbury, W.J. (2013).
Membrane potential and cancer
progression. Front. Physiol. 4, 185.

74. Brackenbury, W.J. (2012). Voltage-gated
sodium channels and metastatic disease.
Channels 6, 352–361.

75. Payne, S.L., Levin, M., and Oudin, M.J.
(2019). Bioelectric Control of Metastasis in
Solid Tumors. Bioelectricity 1, 114–130.

76. Oudin, M.J., and Weaver, V.M. (2016).
Physical and Chemical Gradients in the
Tumor Microenvironment Regulate Tumor
Cell Invasion, Migration, and Metastasis.
Cold Spring Harb. Symp. Quant. Biol. 81,
189–205.

http://refhub.elsevier.com/S2589-0042(23)02475-6/sref31
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref31
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref31
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref32
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref32
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref32
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref32
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref32
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref33
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref33
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref33
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref33
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref33
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref33
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref34
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref34
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref34
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref34
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref34
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref35
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref35
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref35
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref35
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref35
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref36
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref36
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref36
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref36
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref36
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref36
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref37
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref37
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref37
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref38
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref38
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref38
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref38
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref38
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref39
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref39
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref39
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref39
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref39
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref39
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref39
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref40
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref40
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref40
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref40
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref40
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref40
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref40
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref41
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref41
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref41
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref41
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref41
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref41
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref42
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref42
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref42
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref42
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref42
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref43
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref43
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref43
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref43
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref43
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref43
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref43
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref44
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref44
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref44
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref44
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref44
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref45
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref45
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref45
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref45
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref45
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref45
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref46
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref46
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref46
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref46
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref46
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref46
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref46
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref47
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref47
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref47
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref47
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref47
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref47
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref48
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref48
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref48
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref49
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref49
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref49
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref49
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref49
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref49
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref49
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref50
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref50
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref50
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref50
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref50
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref51
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref51
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref51
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref51
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref51
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref52
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref52
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref52
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref52
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref52
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref52
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref52
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref52
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref53
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref53
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref53
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref53
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref54
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref54
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref54
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref54
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref54
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref55
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref55
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref55
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref55
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref55
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref56
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref56
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref56
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref56
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref56
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref57
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref57
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref57
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref57
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref57
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref58
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref58
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref58
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref58
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref58
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref59
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref59
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref59
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref59
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref59
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref59
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref60
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref60
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref60
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref60
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref60
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref61
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref61
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref61
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref61
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref61
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref62
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref62
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref62
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref62
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref62
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref62
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref63
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref63
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref63
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref63
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref63
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref63
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref64
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref64
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref64
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref64
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref64
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref65
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref65
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref65
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref65
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref66
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref66
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref66
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref66
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref66
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref66
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref67
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref67
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref67
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref67
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref67
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref67
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref68
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref68
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref68
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref69
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref69
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref69
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref69
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref69
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref70
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref70
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref70
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref70
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref71
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref71
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref71
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref71
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref72
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref72
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref72
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref72
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref73
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref73
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref73
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref74
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref74
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref74
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref75
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref75
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref75
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref76
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref76
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref76
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref76
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref76
http://refhub.elsevier.com/S2589-0042(23)02475-6/sref76


ll
OPEN ACCESS

iScience
Article
77. Pitcairn, E., Harris, H., Epiney, J., Pai, V.P.,
Lemire, J.M., Ye, B., Shi, N.Q., Levin, M., and
McLaughlin, K.A. (2017). Coordinating heart
morphogenesis: A novel role for
hyperpolarization-activated cyclic
nucleotide-gated (HCN) channels during
cardiogenesis in Xenopus laevis. Commun.
Integr. Biol. 10, e1309488.

78. Pai, V.P., Willocq, V., Pitcairn, E.J., Lemire,
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KEY RESOURCES TABLE
REAGENT or RESOURCE SOURCE IDENTIFIER

Chemicals, peptides, and recombinant proteins

DiBAC4(3) (Bis-(1.3-Dibutylbarbituric Acid) Trimethine Oxonol Invitrogen (ThermoFisher) Cat# B438

CC2-DMPE Invitrogen (ThermoFisher) Cat# K1070

X-Gal ThermoFisher Cat# R0401

Critical commercial assays

mMessage mMachine Invitrogen (ThermoFisher) Cat# AM1340

Experimental models: Organisms/strains

Xenopus Laevis Wild-type embryos This lab N.A.

Recombinant DNA

Kv1.5 Strutz-Seebohm et al.138 N.A.

Dominant-negative Kir6.1 pore mutant – DNKir6.1p Aw et al.174 N.A.

Software and algorithms

neuralPlatePatterning: Python source code for reproducing

the results of this paper

This paper https://gitlab.com/smanicka/

neuralPlatePatterning

Metamorph Software Molecular Devices https://www.moleculardevices.com/

GraphPad Prism GraphPad by Dotmatics https://www.graphpad.com/

NIH Fiji Schindelin et al.33 https://ImageJ.net/software/fiji/
RESOURCE AVAILABILITY

Lead contact

Further information and requests for resources and reagents should be directed to and will be fulfilled by the lead contact, Michael Levin

(Michael.levin@tufts.edu)

Materials availability

This study did not generate new unique reagents.

Data and code availability

� Microscopy data reported in this paper will be shared by the lead contact upon request.
� All original code has been deposited at https://gitlab.com/smanicka/neuralPlatePatterning and is publicly available as of the date of

publication.
� Any additional information required to reanalyze the data reported in this paper is available from the lead contact upon request.

EXPERIMENTAL MODEL AND STUDY PARTICIPANT DETAILS

Xenopus laevis embryos were fertilized in vitro according to standard protocols in 0.1X Marc’s Modified Ringer’s solution (MMR: 10mMNa+.

0.2mMK+, 10.5mMCl�, 0.2mMCa2+, pH 7.8).175 Embryoswere housed at 14-18�Cand staged according toNieuwkoop and Faber.176 Due to

technical limitations embryos were not segregated by sex and all experiments include random mixture of sexes. All experiments were

approved by the Tufts University Animal Research Committee (M2020-35) following the guide for the care and use of laboratory animals.

METHOD DETAILS

Model

To leverage a clear example of the morphological consequences of bioelectric pre-pattern modulation and one for which there is the most

data available concerning gene expression, we focused our model on the particulars of neural development in Xenopus embryos at stage

�15.119,148,149,180 We set the forward features of our phenomenological model to characteristics that are biologically plausible for stage 15

neural plate tissue (Table 1). We adopted the bioelectric feature of our model (Table 1, row (d)) from Refs88,91 that modeled the formation
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and long-range repair of spatiotemporal voltage patterns. However, these papers modeled basic relationships between bioelectric signaling

and expression of single genes. Here, we designed a multicellular network model where the cells are connected in a 2-dimensional lattice

fashion via symmetric intercellular communication channels termed ‘‘intercellular networks’’ (IN) and the individual cells consist of a bidirec-

tional coupling between voltage and the gene regulatory network (GRN) (details in Table 1). The full mathematical description of themodel is

provided in Figure 2A.

The key ‘‘reverse’’ features of the model – those designed to be determined by machine learning – are: a) the number of generic genes

(R 6) in the GRN (the number six is derived from the fact that there are at least six genes known to be sensitive to the endogenous bioelec-

tric pattern); b) the network wiring of the generic GRN, the IN, and of the connections from voltage to genes and from genes to voltage;

and, c) the time constants associated with the gene activities and the connections from voltage to genes, genes to voltage, and within the

IN, representing the corresponding timescales of communication. Note that we set the target number of genes to six, since our goal was a

model that could achieve correct regulation of a set of six genes, reflecting the biology we are modeling. However, we allowed the number

of genes in the models to vary above six to accommodate the possibility that a larger set of genes may be required as a scaffold to achieve

regulation of the smaller subset of six.

Model simulation

The initial conditions of the variables in each simulation were set as follows: v =�9.2mV (the unstable equilibrium point in the bistable cell) for

all cells;Gp = 1.0G0 for depolarized cells or 1.8G0 for hyperpolarized cells; the constantGd was set to a fixed value of 1.5G0 for all cells under

all input conditions. The values of all other variables includingGij andgwere set to 0. Themodel equationswere integrated using the standard

Eulermethodwith a fixed step size of 0.01 for about 1000 steps. ‘‘Input voltage patterns’’ refers to the patterns set at initiation of the simulation

by supplying the appropriate values (hyperpolarized or depolarized) to Gp for each cell to generate the desired voltage pattern when the

tissue is decoupled from the GRNs, that is, in a pure bioelectric setting. This is analogous to the approach we use for in vivo experiments,

controlling Vmem by manipulating appropriate ion channels80 rather than voltage per se.

Pattern discrimination problem

While this approach is general enough to help understand spatial computation in tissuesmore broadly, we designed thismodel specifically to

understand how Xenopus embryonic bioelectrical prepatterning leads to correct brain morphogenesis. To that end, we set up a minimal

version of this problem for our model to solve, which we will henceforth refer to as the pattern discrimination problem.Can the model recog-

nize the ‘endogenous’ (mimicking the normal in vivo pattern depicted in Figure 1A) input voltage pattern across cells? In our models, the

ability to discriminate between the endogenous and aberrant patterns is manifested by activating a set of 6 genes in response to the endog-

enous pattern and repressing them in response to patterns that are known to result in abnormal brain morphologies. This recapitulates the

results of in vivo experiments on the role of bioelectric contrast prepatterns in Xenopus brain development78,80,87,88,97,105,177). The input to the

model is a voltage prepattern representing either the endogenous bioelectric contrast pattern (henceforth referred to as the ‘‘correct’’

pattern – Figures 1A and 1B) or its abnormal versions, namely fully depolarized or fully hyperpolarized (referred to as the ‘‘incorrect’’ patterns –

Figures 1C and 1D). The output of the model is a gene expression pattern. As just described, the desired relationship between inputs and

outputs is: 1) the correct voltage input pattern should activate the genes (positive activity); and 2) incorrect voltage input patterns should

repress them (negative activity). Here positive activity is taken as a proxy for normal brain morphology and negative activity for abnormal

morphology.

Machine learning search and model selection

Classical methods have not led to the discovery of generative models that provide insights, hypotheses, and predictions about what is neces-

sary for the observed tissue-level processing of bioelectrical information. Given the complex recurrent nature of this phenomenon and the

necessity to begin to develop Artificial Intelligence tools that assist human scientists in discovering models of morphogenetic regulation,

we used machine learning methods to search for insight hypotheses on connectivity among model components and the associated param-

eters that enable a small model containing 24 cells (4x6 lattice) to solve the pattern discrimination problem (Figure 1F). The chosenmodel size

both facilitates ease of training and analysis and also serves as a coarse-graining for biological tissues that are typically larger.131,132 A rough

estimation suggests that the Xenopus neural plate is�43 cells X�43 cells, and hence the bioelectric pattern which includes neural plate cells

and surrounding ectoderm would be�83 cells wide. Thus, the biological cell numbers lie within in the range tested in our model. We used a

combination of genetic algorithm (GA) and gradient descent (GD) to train the models (Figure 2B). GA is analogous to biological evolution,

whereas GD is analogous to learning during the lifetime of an animal. Our motivation for using this particular combination of search algo-

rithms is not to emulate biological learning. Rather, using this mixture of evolutionary and ontogenetic timescales in our searches is a purely

pragmaticmeans to discover a combination of the connectivity and parameters of amodel that explains the physiological and functional data

on bioelectric control of brain patterning. The overall search began with the GA search for an appropriate network structure (including the

numbers of genes and regulatory connections), followed byGD to further fine-tune the parameters of the best network discovered by theGA,

with the structure fixed.We used the standard microbial GA,178 which is based on horizontal gene transfer and a simple tournament selection

process: two randomly chosen individuals from the population are pitted against each other and the ‘winner’ transmits randomly chosen por-

tions of its genetic material to the ‘loser’ based on a specified ‘‘infection rate’’. This process was repeated for thousands of iterations resulting

in the gradual improvement of performance (Figure S1A). Owing to the inherent degeneracy of the parameter space of models of biological
iScience 26, 108398, December 15, 2023 27
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systems,110,179,180 we randomly chose one of the two best-performing models and further refined it using GD. We used a ‘‘resilient backpro-

pagation’’181 flavor of GD for this purpose; this method relies only on the sign (not the magnitude) of the gradients for updating the param-

eters at every iteration. The resulting performance score was found to be significantly higher than expected for a randomly parameterized

model (Figure S1B).

The particular optimization procedure we used for GD is known as ‘‘resilient backpropagation’’ that relies only on the sign (not the magni-

tude) of the gradients for updating the parameters at every iteration, with a learning rate of 0.01.

For the microbial GA search, we used a population of 40 individual ‘‘genotypes’’. Each genome codes for the parameters and the meta

parameters of a single instance of themodel. The parameters are the literals listed in red in Figure 2A coding the parameters of amodel with a

given size of theGRN and the IN, whereas themeta parameters, coding for the size of theGRN and the IN, are the following: number of genes

(ngÞ, number of GRN edges (neÞ, number of iGRN edges (niÞ, number of GRN to Vmem edges (ngvÞ, and the number of Vmem to GRN edges

(nvgÞ. Every gene in a genotype has a value in the range [0.01,1] that is linearlymapped to the correspondingmodel features according to their

respective ranges, as follows: weights have a range of [-16,16], timeconstants [0.1,30], bias of the GRN nodes [-16,16], bias of the Vmem node

[-100mV,0mV], Vmemgain [0,7], ng [6,20], ne has a range of [ng � 1;ngðng � 1Þ�, ni has a range of [1,2 n2g], and both ngv and nvg have a range of

[1, ng�:We used a ‘‘geographical selection’’ method where the individuals (genotypes) are placed on a 1D ring, and only geographically close

individuals are picked to compete in the tournaments. The size of selection-neighborhood, known as the ‘‘deme size’’, was set to 20%. The

genome of the winner of a tournament was transmitted to the loser at a ‘‘crossover rate’’ set to 10%. The genome of the loser was then

mutated at a ‘‘mutation rate’’ of 5% and reinserted into the population. All genotypes were randomly initialized (in the range [0.01,1]) during

the first generation. This process was repeated for about 1200 generations.

Each genotype was evaluated by simulating the corresponding model and computing its performance at the end of the simulation. The

initial conditions of the variables in each simulation were set as follows: v =�9.2mV (the unstable equilibrium point in the bistable cell) for all

cells;Gp = 1.0G0 for the cells that are meant to be depolarized andGp = 1.8G0 for the cells that are meant to be hyperpolarized, while con-

stant Gd was set to a fixed value of 1.5 G0 for all cells under all input conditions. Note that in the main text, the different input conditions,

namely ‘‘depolarized’’, ‘‘endogenous’’ and ‘‘hyperpolarized’’ refer to voltage patterns, which in practice is achieved by setting appropriate

values ofGp that would result in those patterns when the tissue is decoupled from the GRNs, that is, in a pure bioelectric setting. The values

of all other variables includingGij and gwere set to 0. Themodel equations were integrated using the standard Eulermethodwith a fixed step

size of 0.01 for about 1000 steps.
Performance measures

The quality of a model and its components was evaluated using the following performance measures. The ‘‘discrimination error’’ of a gene is

defined as the weighted mean distance between the observed spatial expression patterns and the target patterns corresponding to the

endogenous, depolarized, and hyperpolarized input voltage patterns during the final stages of development. The ‘‘discrimination score’’

of a gene is defined as the change in the observed discrimination error relative to the maximum possible error. The ‘‘performance score’’

of a model is defined as the inverse of the ratio between the mean observed and the maximum possible gene discrimination errors. Both

the gene discrimination and themodel performance scores range between 0 and 1, with the extrema corresponding to the negative and pos-

itive discriminations and the resulting model performance and a value of 0.5 indicating the discrimination and performance expected from a

randomly parameterized model. The above measures are mathematically defined as follows.

The discrimination score, bRðgjÞ, of a gene gj is defined as the change in the observed discrimination error, RobsðgjÞ; relative to the

maximum possible error, Rmax, where the discrimination error is computed as the weighted mean distance between the observed gene

expression pattern and the target patterns corresponding to the endogenous ðEÞ, depolarized ðDÞ, and hyperpolarized ðHÞ input Vmems,

vð0Þ = ðv1ð0Þ;.;vnc ð0ÞÞ:

bR�gj

�
=

Rmax � Robs

�
gj

�
Rmax
Robs

�
gj

�
= 0:53Robs

� bgj

���vð0Þ = EÞ + 0:25 3
h
Robs

� bgj

���vð0Þ = D
�
+ Robs

� bgj

���vð0Þ = H
�i

;

Robs

� bgj

���vð0Þ = EÞ =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPT
t = 1

Pnc
i = 1

�cgi;j� 1
�2

T 3 nc

vuuut
;

Robs

� bgj

���vð0Þ = HorDÞ =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPT
t = 1

Pnc
i = 1

�cgi;j+1
�2

T 3 nc

vuuut

Rmax = 0:53Rmaxðbgjvð0Þ = EÞ + 0:25 3 ½Rmaxðbgjvð0Þ = DÞ + Rmaxðbgjvð0Þ = HÞ�;
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Rmaxðbgjvð0Þ = EÞ =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPT
t = 1

Pnc
i = 1

ð�1 � 1Þ2

T 3 nc

vuuut
;

Rmaxðbgjvð0Þ = HorDÞ =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPT
t = 1

Pnc
i = 1

ð1+1Þ2

T 3 nc

vuuut
;

0Rmax = 2
bgj = gj1½� 1; 1� is the normalized gene expression

The desired target gene expression patterns are the following: all-activated ð1;.; 1Þ for E; and, all-repressed ð� 1;.; � 1Þ for D and H.

Thus, the value of bRðgjÞ lies between 0 and 1, corresponding to theminimumandmaximumpossible discriminatory scores, while a value of 0.5

indicating a randomly expected score (no discrimination).

The performance score, P, of the model is defined as the complement of the ratio between the observedmean discrimination error, aver-

aged over all genes, and the maximum possible discrimination error:

P = 1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPng
j = 1

R2
obs

�
gj

�
ng

Rmax

vuuuuuut
Thus, the value of P lies between 0 and 1, corresponding to the minimum and maximum possible performance, while a value of 0.5 indi-

cating the expected performance of a randomly parametrized model.
Causal integration analysis

To investigate the causal relationship between voltage pattern and gene expression in ourmodel we employed the framework of ‘‘multi-time-

scale causal influence’’ introduced in ref. 182. Specifically, the amount of first order causal influence (CI) exerted by the voltage pattern on

gene expression is given by the following ‘‘causal derivatives’’.

The ‘‘Jacobian’’ tensor Jv/gðtÞ captures the sensitivity (positive or negative) of every gene in every cell, gi;j , at time t with respect to the

voltage of every cell, i, as determined by the conductance of the polarizing ion channel,Gpk
, at time t = 0 for any tR1. The larger the absolute

value of an element of Jv/gðtÞ , the more causally sensitive gene gi;j is at time t to the initial voltage of cell k. It is defined as follows:

Jv/gðtÞ =

�
vgi;jðtÞ
vGpk

ð0Þ
�
nc 3 ng 3 nc

; i; k = 1;.;nc ; j = 1;.;ng (Equation 1)

The "Hessian’’ tensor Hv/gðtÞ, on the other hand, captures the second-order sensitivity (i.e., sensitivity of sensitivity, which can also be

positive or negative) of every gene, gi;j, in every cell, i, at time t with respect to the voltages of every pair of cells, as determined by the conduc-

tance of the corresponding polarizing ion channels, ðGpl
;Gpk

Þ, at time t = 0 for any tR1. It is defined as follows:

Hv/gðtÞ =

"
v2gi;jðtÞ

vGpl
vGpk

ð0Þ

#
nc 3 ng 3 nc 3 nc

; i; k; l = 1;.;nc ; j = 1;.;ng (Equation 2)

TheHessian derivative can also be conceived as ameasure of context-dependency – the extent to which the influence of a cell’s voltage on

gene expression depends on the context provided by the voltage of another cell. Alternatively, it can be interpreted as the amount of col-

lective influence exerted by the voltages of pairs of cells on the gene expression. The larger the absolute value of an element of Hv/gðtÞ, the
more causally sensitive gene gi;j is at time t to the initial voltages of the pair of cells l and k. Herewe used the conductance of the polarizing ion

channel,Gp, of a cell as a surrogate for its voltage since the former is fixed throughout the simulation and fully determines the voltage profile

of tissue88 (Figure 5A).

A Hessian network is a graphical representation of the Hessians defined for a particular gene gi;j in all cells j ˛f1;.;ncg at any given time t.

In other words, it is a network of the second-order influence of voltage on gene expression at any given time t; this network is hidden in the

sense that it can only be inferred via analysis such as causal integration.
Reconstructing gene activity timeseries using causal derivatives

The following equations were fit to reconstruct the normalized gene expression timeseries of the model.
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dgi;jðt+1Þ = dgi;jðtÞ +
Xnc
k = 1

cJ½j� vgi;jðtÞ
vGpk

ð0Þ (Equation 3)
dgi;jðt+1Þ = dgi;jðtÞ +
Xnc
l = 1

Xnc
k = 1

cH½j� v2gi;jðtÞ
vGpl

vGpk
ð0Þ (Equation 4)

Here, dgi;jð0Þ = 0; and½:� refers to the gene index. The above equations were optimized by either fitting the Jacobian coefficient cJ or the

Hessian coefficient cH, both vectors of length 13 ng. Though the above equations look similar to the conventional Euler integration they differ

from the latter in two ways: one, in the kind of differential derivatives they involve, and two, the number of terms. This is explained in more

detail below.

Conventional Euler integration involves derivatives of the integrated variable taken with respect to time. Here we present an alternative

method using derivatives taken with respect to the parameter of the modeled system (e.g., external inputs, variables that change relatively

slowly, etc.). This method can be understood with the help of a toy example as follows. Consider the following ODE consisting of a single

recurrent variable x controlled by parameter a:

dx

dt
= a2x

Even though this equation can be analytically solved as xt = c1e
a2t , where c1 is the integration constant, we shall consider the approxi-

mated timeseries x1; x2;.; xt ;. generated by Euler method:

xt+1 = xt +
dxt
dt

dt = xt + a2xtdt (Equation 5)

The above can also be expressed in equivalent parameter-based Euler (PE) integration consisting of the terms dxt
da , representing the sensi-

tivity of the variable to the controlling parameter. This shall allow us to understand the role of the parameter in reconstructing the timeseries of

the variable x: For example,

x1 = x0 + a2x0dt
x2 = x0 + 2a2x0dt + a4x0dt (Equation 6)
= x1 +
1

2

dx1
da

ðaÞ+ 1

2

d2x1
da2

�
a4dt

	
Where:

dx1
da

= 2ax0dt;
d2x1
da2

= 2x0dt

Likewise,

x3 = x2 +
1

4

dx2
da

ðaÞ + 1

4

d2x2
da2

�
a4dt

	 � 1

6

d3x2
da3

�
a5dt

	
+

1

12

d4x2
da4

�
a6dt

	
(Equation 7)
x4 = x3 +
1

6

dx3
da

ðaÞ + 1

6

d2x3
da2

�
a4dt

	 � 1

12

d3x3
da3

�
a5dt

	
+

1

36

d4x3
da4

�
a6dt

	 � 1

72

d5x3
da5

�
a7dt

	
+

1

120

d6x3
da6

�
a8dt

	
(Equation 8)
«

Given that Equation 5 can be rewritten as xt = x0ð1+a2dtÞt , the derivatives of xt with respect to a can be expressed in generic terms as

follows:

dxt
da

= 2x0
�
ðadtÞt�1+a2dt	t� 1

�

d2xt
da2

= 2x0
�
2ðadtÞ2tðt� 1Þ�1+a2dt	t� 2

+ t
�
1+a2dt

	t� 1
�
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d3xt
da3

= 2x0
�
4ðadtÞ3tðt� 1Þðt� 2Þ�1+a2dt	t� 3

+ 6
�
adt2

	
tðt� 1Þ�1+a2dt	t� 2

�

«

As can be seen, the number of terms appearing in the PE expressions increases as the time index of xt increases. Moreover, the coefficient

of the leading term, given by, 2n
Yn
i = 0

ðt � iÞ, where n refers to the order of differentiation, grows nonlinearly with t and n. This is the reason why

the coefficients of the derivatives in the PT expansions shrink nonlinearly (to compensate for the nonlinear growth of the derivatives) with time

for the higher order derivatives, as can be seen in the expressions above.

Even though it may seem that time-dependent PT coefficients are required to reconstruct the timeseries of the variable, static coefficients,

even with just the 1st and 2nd order terms, are sufficient for a qualitative reconstruction. This can be achieved by optimizing what we call

‘‘pruned timeless parameter-based Euler’’ (PTPE) equation:

dxt+1 = bxt + c1
dxt
da

+ c2
d2xt
da2

(Equation 9)

Here, the coefficients c1 and c2 are fit to the equation, given the observations fxtg. This is the motivation behind Equations 3 and 4 above.
Microinjections

Capped synthetic mRNAs generated using the mMessage mMachine kit (Ambion) were dissolved in nuclease-free water and injected into

embryos immersed in 3% Ficoll using standard protocols.175 Each injection delivered � 1–2 ng of mRNA (per blastomere) into the middle

of a cell in the animal hemisphere of embryos at the four-cell stage. Constructs used were: Kv1.5138, dominant-negative Kir6.1 pore mutant –

DN-Kir6.1p,33 and b-galactosidase.
Membrane voltage imaging with DiBAC4(3):CC2-DMPE

DiBAC4(3) and CC2-DMPE ratiometric reporter dyes (Invitrogen) were used as per the standard protocol.183 Briefly, CC2-DMPE stock (5 mM)

was dissolved 1:1000 in 0.1XMMR and the embryos were incubated in the dark for 1 h followed by fivewashes with 0.1XMMR.DiBAC4(3) stock

(1.9 mM) was dissolved 1:1000 in 0.1X MMR and the CC2-DMPE stained embryos were then incubated in the dark in this solution for 30 min

followed by five washes with 0.1X MMR, and then visualized under an Olympus BX-61 microscope equipped with a Hamamatsu ORCA AG

CCD camera controlled by MetaMorph software (Molecular Devices). NIH Fiji software was used to quantify the fluorescence intensities of

CC2-DMPE:DiBAC4 images. As done previously,22,88,112,184 static whole-cell electrophysiological recordings of membrane voltage from neu-

ral plate cells and flanking ectodermal cells were then used as calibration points for the voltage reporter dye images, and fluorescent inten-

sities were analyzed against these calibration points to approximate membrane voltages at different points within developing embryos.
b-Galactosidase Enzymatic detection

Tadpoles were fixed at stage 45 for 30 min in aldehyde fixative MEMFA at room temperature, washed twice in PBS with 2 mM MgCl2, and

stained with X-gal (ThermoFisher) staining solution at 37�C for at least 3 h. Tadpoles were then rinsed three times in PBS followed by dehy-

dration through sequential incubation in 25%, 50%, 75% and 100% methanol. Tadpoles were then incubated in 30% H2O2 in methanol over-

night for bleaching, washed in 100%methanol, and sequentially rehydrated (100%, 75%, 50%, 25%) to PBS and imaged using a standardNikon

dissection microscope with Lumenera Infinity3 camera and associated Infinity imaging software.
QUANTIFICATION AND STATISTICAL ANALYSIS

Statistical analyses were performed using GraphPad Prism. At least three independent experiments were conducted with N > 50 embryos for

each treatment group, using embryos collected from multiple animals across independent clutches. Data were analyzed by ANOVA (with

Tukey’s multiple comparison post-test). All statistical details of experiments are reported in the figure legends of figures of respective

experiments.
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