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In the application of classical graph theory, there always are various indeterministic factors. *is study studies the indeterministic
factors in the connected graph by employing the uncertainty theory. First, this study puts forward two concepts: generalized
uncertain graph and its connectivity index. Second, it presents a new algorithm to compute the connectivity index of an uncertain
graph and generalized uncertain graph and verify this algorithm with typical examples. In addition, it proposes the definition and
algorithm of α-connectivity index of generalized uncertain graph and verifies the stability and efficiency of this new algorithm by
employing numerical experiments.

1. Introduction

In graph theory, the connectivity graph is a fundamental
concept. Many phenomena in the real life can be conve-
niently described as the graphical problems, which are
formed by the “points” and the “lines.” For example, a
roadmap can be interpreted as a graph, the vertices are the
junctions, and an edge is the stretch of road from one
junction to the next [1]. Graph theory is an important
branch of operation research, and it is a young but rapidly
maturing subject. Graph theory originated in the eighteenth
century. Euler solved the first real problem (seven bridges of
Königsberg) using graph theory in 1736 [2, 3], which thereby
made him a founder of graph theory.

*e information of edges and vertices is completely
deterministic in traditional graph theory. However, in ap-
plications, due to the complexity of the system, uncertain
factors in the graphmay appear and produce a new situation.
For example, the optimal objective cannot be easily for-
mulated if the weight of the edges is uncertain in some
shortest path problems [4], and the classical algorithms fail
to solve shortest path problems. Whether two vertices are
connected by an edge cannot be accurately determined in
real life, which results in the failure of proving the properties
of uncertain graph by the classical method. To cope with the

above situation, the concept of uncertain graph was pro-
posed in 2011 in a reference [5].

Sometimes, whether some vertices exist cannot be
completely determined and the information of edges cannot
be completely determined. For example, in cloud computing
networks, the vertices could represent data centers, with
edges representing that the two data centers participate in
the calculation at the same time. *e vertices and the edges
in cloud computing networks both have indeterminacy. As a
result, it cannot be fully determined whether the graph is
connected.

Generally, when we apply probability theory, the exact
probability distribution has to be known. However, the
probability distribution does not exist in some observational
data of small samples. In this case, we must predict the data
based on the experience of experts. To properly use empirical
data, Professor Liu proposed the uncertainty theory [6] and
revised in [7]. In an uncertain environment, the uncertainty
theory is a very powerful tool to solve the situations in which
only empirical data can be employed.

Based on the work of [8], this study attempts to deal with
the situation where the existence of vertices and edges
cannot be completely determined. Reference [8] first pre-
sented the concepts of generalized uncertain graph and its
connectivity index. *e study is mainly to compute the
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connectivity index of the generalized uncertainty graph.*is
study puts forward a new algorithm to compute the con-
nectivity index by the uncertainty theory.

*ere are five sections in the study. Section 1 is the
introduction of this study. Section 2 introduces the relevant
concepts and relevant properties of the uncertainty theory
and graph theory. Section 3 briefly introduces an uncertain
graph and puts forward a new algorithm to compute the
connectivity index of uncertain graph and then verifies this
algorithm with typical examples. Section 4 proposes a new
algorithm of connectivity index of generalized uncertain
graph based on the concepts of generalized uncertain graph
and connectivity index and employs numerical experiments
to verify the correctness of this new algorithm. Section 5 is
the conclusion of the study.

2. Preliminaries

2.1. Main %eorem in Uncertainty %eory. Professor Liu
Baoding established the uncertainty theory system [9] in
2007, which was revised and improved in 2010 [7]. Today,
the uncertainty theory is a very important branch of
mathematics.

*is study will shortly present the main developments of
uncertainty theory in multiple fields. Reference [10] pre-
sented the uncertainty process and defined the uncertainty
differential equation. Reference [11] proposed uncertain
programming. Reference [4] explored the shortest path
problem that the weight of the edges is uncertain in 2011.
Reference [12] explored the connectivity index of uncertain

graph in 2013. In the next few years, Gao has discussed the
cycle index [13, 14], regularity index [8], tree index [15], and
α-connectivity index [16] of uncertain graph. Reference [17]
discussed some properties of uncertain relations on a finite
set in 2014. Reference [18] discussed the distribution
function of the diameter in uncertain graph in 2014. *ere
are four main axioms in the uncertainty theory: normality,
duality, subadditivity, and product axiom [6, 9]. References
[6] and [9, 19] give the concepts and conclusions about the
uncertainty theory used in the study.

Theorem 1 (see [19]). %e events ζ1, ζ2, . . . , ζn are inde-
pendent Boolean uncertain variables, i.e.,

ζ i �
1 if its uncertainmeasure is δi,

0 if its uncertainmeasure is 1 − δi,
 (1)

for i � 1, 2, . . . , n, respectively. When g is a Boolean function,
ζ � g(ζ1, ζ2, . . . , ζn) is a Boolean uncertain variable such
that:

Μ ζ � 1{ } �

sup
g ζ1 ,ζ2 ,...,ζn( )�1

min
1≤i≤n

vi yi( , if sup
g ζ1 ,ζ2 ,...,ζn( )�1

min
1≤i≤n

vi yi( < 0.5,

1 − sup
g ζ1 ,ζ2 ,···,ζn( )�0

min
1≤i≤n

vi yi( , if sup
g ζ1 ,ζ2 ,...,ζn( )�1

min
1≤i≤n

vi yi( ≥ 0.5,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(2)

where yi is the real number either 0 or 1, and vi is defined as
follows:

vi yi(  �
δi if yi � 1,

1 − δi if yi � 0,
 (3)

for i � 1, 2, . . . , n, respectively.

2.2. Main Concepts and Terminologies of Classical Graph.
*is part will introduce the definition of graph and some
main concepts of classical graph theory. At the same time, it
will discuss the main theorems about graphs with some
examples. *e following basic terminology and concepts are
from [17].

A graphGmeans a finite nonempty 2-element set, which
consists of a set of vertices and a set of edges.*e numbers of
vertices of G are called the order, and the numbers of edges
of G are called the size. A path is an alternating sequence of
vertices and edges if no vertices are repeated. Two vertices
are said to be connected if there exists a path between the two

vertices in the graph. A connected graph Gmeans that there
exists one path between any two vertices.

Definition 1 (see[17]). Let G be an n-order and m-size
graph, V(G) � v1, v2, . . . , vn  be its vertices’ set, and E(G) �

e1, e2, . . . , em  be its edges. *e symplectic n × n matrix is
the adjacency matrix of G:

AG �

δ11 δ12 . . . δ1n

δ21 δ22 . . . δ2n

⋮ ⋮ . . . ⋮

δn1 δn2 . . . δnn

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (4)

where δij �
1 if vivj ∈ E(G),

0 if vivj ∉ E(G).


Example 1. Figure 1 is a 4-order graph.
*e adjacency matrix of Figure 1 is as follows:

A B

D C

Figure 1: A 4-order graph.
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0 1 0 1

1 0 1 0

0 1 0 1

1 0 1 0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (5)

*ere is a very important theorem in the classical graph
theory, and it is a sufficient and necessary condition to verify
whether the graph is a connected graph.

Theorem 2. If G is a n-order graph and its symplectic ad-
jacency matrix is the AG, let R be the n × n matrix, where

R � I + AG + A
2
G + A

3
G + · · · + A

n−1
G . (6)

*en, G is a connected graph if and only if R> 0.
To analyze graphs and their properties with uncertainty

factors, the fundamental concepts are given as follows.

Definition 2. If a symplectic adjacency matrix of the n-order
graph is AG, the connectivity function of G is the following
function:

C AG(  �
1, if I + AG + A

2
G + A

3
G + · · · + A

n−1
G > 0,

0, otherwise.

⎧⎨

⎩ (7)

3. Uncertainty Graphs

3.1. Basic Concepts. Every vertex and edge of a graph is
wholly determined. *at is to say, the vertex and the edge
either exist or do not exist in the classical graph theory. An
n-order graph may be defined as a n × n symplectic adja-
cency matrix, and its elements are either 1 or 0. At the same
time, the indeterminacy factor will absolutely occur in
practical applications. To study this problem, [12] gave the
concept of uncertain graph, which means all edges are in-
dependent and exist with uncertain measure. *at is, the
elements are no longer 1 or 0 in adjacency matrix, but a
number in [0,1]. For instance, δij � 0.65 represents that the
uncertain measure is 0.65 about the edge existing between
the two vertices, and the uncertain measure is 0.35 about the
edge not existing between the two vertices.

Definition 3 (see [12]). *e n-order graph G is called an
uncertain graph if its symplectic adjacency matrix is as
follows:

AG �

δ11 δ12 . . . δ1n

δ21 δ22 . . . δ2n

⋮ ⋮ . . . ⋮

δn1 δn2 . . . δnn

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (8)

where δij means the uncertain measure of the edge between
vertexes i and j, for i, j � 1, 2, . . . , n, respectively.

It should be noted that δii � 0(i � 1, 2, . . . , n) in the
uncertain adjacency matrix. Besides, an uncertain adjacency
matrix is symmetric if the uncertain graph is undirected; i e.,
δij � δji for any i and j. Evidently, all the information of an
uncertain graph may be contained in the symmetric adja-
cency matrix.

Example 2. An uncertain 4-order graph is as the following in
Figure 2.

*e symmetric adjacency matrix of Figure 2 is as follows:

0 0.8 0.6 0.2

0.8 0 0.4 0.7

0.6 0.4 0 0.3

0.2 0.7 0.3 0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (9)

We may know that the edge set of G is an uncertain
Boolean variable set according to the definition of uncertain
graph.

E(G) � ζ12, ζ13, . . . , ζ1n, ζ23, . . . , ζ2n, ζ34, . . . , ζ3n, . . . , ζ(n−1)n ,

(10)

where Μ ζ ij � 1  � δij, for any 1≤ i< j≤ n. For the sake of
simplicity, we remove these edges ζ ij satisfyingΜ ζ ij � 1  �

0 and denote as E(G) � ζ1, ζ2, . . . , ζm .

Definition 4 (see [12]). Let G be an uncertain graph and
E(G) � ζ1, ζ2, . . . , ζm  be its edge set, and then, connec-
tivity function of G may be denoted as follows:

C(G) �
1, if G is a connected graph,

0, otherwise.

⎧⎨

⎩ (11)

Evidently, C(G) is a Boolean function. We define the
connectivity index of an uncertain graph G with E(G) �

ζ1, ζ2, . . . , ζm  as follows:

z(G) � Μ C(G) � 1{ }. (12)

In other words, the connectivity index is the uncertain
measure of the connected graph.

*e key is how to obtain the connectivity index in a given
uncertain graph. A theorem is proposed to deal with this
problem.

Theorem 3. Let G be an n-order uncertain graph with a
symmetric adjacency matrix as follows:

A 0.8

0.40.2
0.7 0.6

0.3

B

D C

Figure 2: An uncertain 4-order graph.
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AG �

δ11 δ12 . . . δ1n

δ21 δ22 . . . δ2n

⋮ ⋮ . . . ⋮
δn1 δn2 . . . δnn

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (13)

*e connectivity index of G is the formula (14) if all
edges are independent.

z(G) �

sup
C(Y)�1

min
1≤i<j≤n

]ij yij , if sup
C(Y)�1

min
1≤i<j≤n

]ij yij < 0.5,

1 − sup
C(Y)�0

min
1≤i<j≤n

]ij yij , if sup
C(Y)�1

min
1≤i<j≤n

]ij yij ≥ 0.5,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(14)

where Y is an uncertain symmetric matrix and its diagonal
entries are zero, and Y is denoted as follows:

Y �

y11 y12 · · · y1n

y21 y22 · · · y2n

⋮ ⋮ ⋮ ⋮

yn1 yn2 · · · ynn

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (15)

and yij � yji is equal to either 0 or 1 and yii � 0, and vij is
denoted as follows:

vij yij  �
δij, whenyij � 1,

1 − δij, whenyij � 0,

⎧⎨

⎩ (16)

for i � 1, 2, . . . , n; j � 1, 2, . . . , n, respectively, and

C(Y) �
1, if I + Y + Y

2
+ Y

3
+ . . . + Y

n− 1 > 0,

0, otherwise.

⎧⎨

⎩ (17)

Proof. Since yij is independent Boolean uncertain variables
for any i and j, Y is the Boolean symmetric uncertain matrix.
*erefore, we may get that the function C(Y) is a Boolean
function based on Definition 3. *erefore, according to
*eorem 1, we have the following:

M C(Y) � 1{ } �

sup
C(Y)�1

min
1≤i<j≤n

]ij yij , if sup
C(Y)�1

min
1≤i<j≤n

]ij yij < 0.5,

1 − sup
C(Y)�0

min
1≤i<j≤n

]ij yij , if sup
C(Y)�1

min
1≤i<j≤n

]ij yij ≥ 0.5,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(18)

where Y is the symmetric uncertain matrix as follows:

Y �

y11 y12 · · · y1n

y21 y22 · · · y2n

⋮ ⋮ ⋮ ⋮

yn1 yn2 · · · ynn

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (19)

and yij � yji is equal to either 0 or 1 and yij � yji, and vij is
defined as follows:

vij yij  �
δij, whenyij � 1,

1 − δij, whenyij � 0,

⎧⎨

⎩ (20)

for any i, j. *e connectivity index of an uncertain graph is
the uncertain measure of connected graph according to
Definition 4. *erefore, *eorem 2 has been proved.

However, the connectivity index is difficult to obtain
from *eorem 1 as to other more complex graphs. A new
theorem to compute the connectivity index will be given.
First, some new definitions will be introduced in the
following. □

Definition 5. Assume A � (aij) and B � (bij) be all the m ×

n matrices. *en, the logic sum A⊕B is defined as follows:

A⊕B � cij , (21)

where cij � aij∨bij � max aij, bij .

Definition 6. Assume A � (aij) be m × k matrix and B �

(bij) be k × n matrix. *en, the logic product A ∘B is defined
as follows:

A ∘B � cij , (22)

where cij � ∨kp�1(aip∧bpj) � max
1≤p≤k

min aip, bpj  .

Definition 7. Assume A � (aij) be the n × n matrix. *en,
the logic power A(k) is defined as follows:

A
(k)

� A
(k− 1) ∘A, (23)

where I be the n × n unit matrix, A(1) � A and A(0) � I.

Definition 8. Let G be an n-order uncertain graph and its
symmetric adjacency matrix be as follows:

AG �

δ11 δ12 . . . δ1n

δ21 δ22 . . . δ2n

⋮ ⋮ . . . ⋮

δn1 δn2 . . . δnn

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (24)

*en, the reachable measure matrix P of uncertain graph
G is defined as follows:

P � I⊕AG⊕A
(2)
G ⊕A

(3)
G ⊕ . . .⊕A(n−1)

G . (25)

Theorem 4. Let G be an n-order uncertain graph and its
uncertain symmetric adjacency matrix be AG, and its
reachable measure matrix be P, and then, the connectivity
index of G is the smallest number in the reachable measure
matrix P.

Proof. Since connectivity index of an uncertain graph is the
uncertain measure of the connected graph based on Defi-
nition 4, a connected graph G is that any two vertices are
connected in the graph G. *at is, there exists at least a path
between any two vertices in the graph G. *us, we only need
to prove that the element δ(k)

ij in A
(k)
G is the uncertain

measure that there exists at least a path whose length is k
from the vertexes i to j in the graphG. In a n-order graph, the
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length of a path at most is n − 1. *en, we can know that
*eorem 4 is the right according to the previous theorem
and definition.

Now, we begin to prove the conclusion that the element
δ(k)

ij in A
(k)
G is the uncertain measure that there exists at least

a path whose length is k from the vertexes i to j in the graph
G using mathematical induction.

Obviously, the conclusion is correct when k� 0 or 1.
If k� 2, based on Definition 6 and Definition 7, we have

the following:

δ(2)
ij � ∨

n

l�1
δil∧δlj , (26)

where δil represents that the edge eil between vertexes i and l
exists with uncertain measure δil, and δlj represents that the
edge elj between vertexes l and j exists with uncertain
measure δlj, and δil∧δlj represents the uncertain measure
that the two edges eil and elj exist at the same time; i.e.,
δil∧δlj represents the uncertain measure of the path whose
length is 2 from the vertexes i to j via vertex l. So,
∨nl�1(δil∧δlj) represents the uncertain measure that there
exists at least a path whose length is 2 from the vertexes i to j.

According to the above discussion, the conclusion is
correct when k� 2.

Assume the conclusion is correct when k� p, and then,
when k� p + 1, we have the following:

δ(p+1)
ij � ∨

n

l�1
δ(p)

il ∧δlj , (27)

where δ(p)

il represents the uncertain measure that there exists
at least a path whose length is p from the vertexes i to l in the
graphG, and δlj represents that the edge elj between vertexes
l and j exists with uncertain measure δlj, and δ(p)

il ∧δlj

represents the uncertain measure that the path whose length
is p from the vertexes i to l and edge elj exists at same time;
i.e., δ(p)

il ∧δlj represents the uncertain measure of the path
whose length is p+ 1 from the vertexes i to j via vertex l. So,
∨nl�1(δ

(p)

il ∧δlj) represents the uncertain measure that there
exists at least a path whose length is p + 1 from the vertexes i
to j. *us, the conclusion is correct when k� p + 1.

From what has been discussed above, the conclusion is
correct, for k � 0, 1, 2, . . . , n − 1, respectively. *erefore,
*eorem 3 has been proved. □

Example 3. Figure 2 illustrates the uncertain 4-order graph,
and its symmetric adjacency matrix is as follows:

AG �

0 0.8 0.6 0.2

0.8 0 0.4 0.7

0.6 0.4 0 0.3

0.2 0.7 0.3 0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (28)

Now, we compute its connectivity index according to
*eorem 3.

A
(1)
G � AG,

A
(2)
G �

0 0.8 0.6 0.2

0.8 0 0.4 0.7

0.6 0.4 0 0.3

0.2 0.7 0.3 0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
∘

0 0.8 0.6 0.2

0.8 0 0.4 0.7

0.6 0.4 0 0.3

0.2 0.7 0.3 0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

�

0.8 0.4 0.4 0.7

0.4 0.8 0.6 0.3

0.4 0.6 0.6 0.4

0.7 0.3 0.4 0.7

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,

A
(3)
G �

0.8 0.4 0.4 0.7

0.4 0.8 0.6 0.3

0.4 0.6 0.6 0.4

0.7 0.3 0.4 0.7

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
∘
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0.8 0 0.4 0.7

0.6 0.4 0 0.3

0.2 0.7 0.3 0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

�

0.4 0.8 0.6 0.4

0.8 0.4 0.4 0.7

0.6 0.4 0.4 0.6

0.4 0.7 0.6 0.3

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,

P � I⊕A
(1)
G ⊕A

(2)
G ⊕A

(3)
G ,

�

1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
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0.2 0.7 0.3 0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⊕
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⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⊕

0.4 0.8 0.6 0.4

0.8 0.4 0.4 0.7

0.6 0.4 0.4 0.6

0.4 0.7 0.6 0.3

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

�

1 0.8 0.6 0.7

0.8 1 0.6 0.7

0.6 0.6 1 0.6

0.7 0.7 0.6 1

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

(29)

So, we can know that the connectivity index of the
uncertain graph in Figure 2 is 0.6 according to *eorem 3.

In 2014, the distribution function of the diameter of
uncertain graph is discussed in reference [18]. *e diameter
is an uncertain variable in uncertain graph since the exis-
tence of each edge is uncertain. *e diameter is a funda-
mental concept in the graph theory, which means the
maximal distance between any two vertices; that is, the
diameter in determinate graph G �(V, E) is diam(G)�

max
vi,vj∈V

d(vi, vj). Based on *eorem 3, the following conclu-

sion can calculate the distribution function of the diameter
in an uncertain graph.
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Corollary 1. Let G be an uncertain n-order graph and its
uncertain symmetric adjacency matrix be AG. Let the matrix
D be described as follows:

D � I⊕AG⊕A
(2)
G ⊕A

(3)
G ⊕ . . .⊕A(k)

G . (30)

*en, the uncertainty distribution of the diameter in the
graph G is as follows:

M diam(G)≤ k{ } � min
1≤i,j≤n

dij , (31)

where k (k≤ n− 1) is a positive integer and dij is the element
in D.

In the next section, the connectivity of generalized
uncertain graph is investigated and analyzed.

4. Generalized Uncertainty Graphs

4.1. Basic Concepts and Algorithms. Not only whether an
edge exists between two vertices cannot be completely de-
termined but also whether some vertices exist cannot be
completely determined in applications of traditional graph
theory. In the study, the indeterministic factors are that
whether vertices and edges exist is uncertain. If there are no
historical data or experimental data, a random variable
cannot be employed to describe this indeterministic factor.
Often, we may consult experts and ask them to give a belief
degree that the edge exists. *e experience data are precisely
the research category of uncertainty theory. *erefore,
uncertain variable is employed to describe the indeter-
ministic factor in this study.

Definition 9. A n-order graph is called a generalized un-
certain graph if its symmetric adjacency matrix is as follows:

AG �

0 δ12 · · · δ1n δ1
δ21 0 · · · δ2n δ2
⋮ ⋮ ⋮ ⋮ ⋮
δn1 δn2 · · · 0 δn

δ1 δ2 · · · δn 0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (32)

where δij represents the uncertain measure of edges and δk

represents the uncertain measure of vertex.
It should be noted that there always are δii � 0 in the

generalized uncertain adjacency matrix.
From the above, we know that all the information of a

generalized uncertain graph is contained in the adjacency
matrix.

Example 4. Figure 3 is a generalized uncertain 4-order graph
as follows.

*e adjacency matrix of Figure 3 is as follows:

0 0.85 0.65 0.15 0.95

0.85 0 0.45 0.75 0.35

0.65 0.45 0 0.35 0.75

0.15 0.75 0.35 0 0.65

0.95 0.35 0.75 0.65 0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (33)

Definition 10. Suppose G is a generalized uncertain n-order
graph, and its adjacency matrix is as follows:

AG �

0 δ12 · · · δ1n δ1

δ21 0 · · · δ2n δ2

⋮ ⋮ ⋮ ⋮ ⋮

δn1 δn2 · · · 0 δn

δ1 δ2 · · · δn 0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (34)

where δij represents the uncertain measure of edges between
two vertexes and δk represents the uncertain measure of
vertex.*e basic graph G of generalized uncertain graphG is
defined as an uncertain graph with the following adjacency
matrix:

BG �

λ11 λ12 · · · λ1n

λ21 λ22 · · · λ2n

⋮ ⋮ ⋮ ⋮

λn1 λn2 · · · λnn

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (35)

where λij � min δij, δi, δj .

Example 5. Figure 4 is the basic graph of Figure 3.
*e symmetric adjacency matrix of Figure 4 is as follows:

0 0.35 0.65 0.15

0.35 0 0.35 0.35

0.65 0.35 0 0.35

0.15 0.35 0.35 0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (36)

Definition 11. Suppose that G is a generalized uncertain
graph with a symmetric adjacency matrix as follows:

1 0.85

0.350.15
0.75 0.65

0.35

2
0.95 0.35

0.65 0.75
4 3

Figure 3: A generalized uncertain 4-order graph.

1 0.35

0.350.15
0.35 0.65

0.35

2

4 3

Figure 4: Basic graph of Figure 3.
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AG �

0 δ12 · · · δ1n δ1
δ21 0 · · · δ2n δ2
⋮ ⋮ ⋮ ⋮ ⋮

δn1 δn2 · · · 0 δn

δ1 δ2 · · · δn 0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (37)

*e connectivity function of G is expressed as follows:

C(G) �
1, if graphG is connected,

0, otherwise.
 (38)

From the above, we can know that C(G) is a Boolean
function. *us, in a generalized uncertain graph G the
connectivity index may be denoted as follows:

z(G) � M C(G) � 1{ }. (39)

Namely, the connectivity index is the uncertain
measure to which the generalized uncertain graph is
connected.

Obviously, the connectivity index of a generalized un-
certain graph is exactly equal to the connectivity index of its
basic graph.

Based on some of the ideas that we have discussed above,
we may know the connectivity index of a generalized un-
certain graph, and then, we may compute the connectivity
index of a generalized uncertain graph as follows.

Step 1. To write out the adjacency matrix of the generalized
uncertain graph G.

Step 2. To compute the adjacency matrix of the basic graph
G of the generalized uncertain graph G.

Step 3. To compute the connectivity index of the basic graph
G of the generalized uncertain graph G according to *e-
orem 3, and thus, the connectivity index of generalized
uncertain graph is obtained.

4.2. Examples. In this part, two examples are given to
compute the connectivity index of a generalized uncertain
graph.

Example 6. Figure 5 is a 2-order generalized uncertain graph
G and the uncertain measure of edge is a, and the uncertain
measure of vertices is α and β respectively.

In Figure 5, the connectivity index of G is the smallest
number of α, β, and a.

Example 7. Figure 6 illustrates a 3-order uncertain graph G,
and the uncertain measure of edges is 0.8, 0.7, and 0.6,
respectively, and uncertain measure of vertices is 0.75, 0.9,
and 0.8, respectively.

As Figure 6 illustrates a 3-order generalized uncertain
graph (G), its basic graph is shown in Figure 7. In Figure 6,
the connectivity index of (G) is 0.7 by *eorem 1.

Example 8. Figure 3 illustrates a 4-order generalized un-
certain graphG, and the uncertain measure of its edges is 0.8,
0.7, 0.6, 0.4, 0.3, and 0.1, respectively, and the uncertain
variables of its vertices are 0.9, 0.3, 0.7, and 0.6, respectively.

Because Figure 3 is a 4-order generalized uncertain
graph, its basic graph is Figure 4, and the connectivity index
of G in Figure 3 is 0.3 by *eorem 3.

4.3. α-Connectivity of Generalized Uncertain Graph

Definition 12. Let G be a generalized uncertain graph with a
confidence level α. If the uncertain measure of an edge or
vertex in G is not smaller than the confidence level α, the
uncertain measure is mapped as 1, or the uncertain measure
is replaced by 0. *us, a sample subgraph of G can be
obtained and the sample subgraph is referred to as funda-
mental subgraph about the confidence level α.

Definition 13. A generalized uncertain graph G is called
α-connected if its fundamental subgraph about the confi-
dence level α is connected.

According to the above two definitions, wemay easily get
an algorithm for how to verify the α-connectivity of a
generalized uncertain graph as follows.

Step 1. According to the pre-given confidence level α,
write out the fundamental subgraph of the generalized
uncertain graph G about the confidence level α.
Step 2. Write down the adjacency matrix AG of the
fundamental subgraph of the generalized uncertain
graph G about the confidence level α.
Step 3. Calculate the value R � I + AG + A2

G +

A3
G + . . . + Ak−1

G , in which k is the order number of the
fundamental subgraph of the generalized uncertain
graph G about the confidence level α.

a
α β

Figure 5: A 2-order generalized uncertain graph.

0.75

0.60.8

0.9 0.7 0.8

Figure 6: A 3-order generalized uncertain graph.

0.60.75

0.7

Figure 7: Basic graph of the generalized uncertain graph (G) in
Figure 6.
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Step 4. According to *eorem 1, we can easily know
that the generalized uncertain graph G is α-connected if
R> 0; otherwise, it is not α-connected.

Example 9. Figure 8 illustrates a 7-order generalized un-
certain graph, and the uncertain measure of its every edge is
0.75, 0.64, 0.69, 0.5, 0.3, 0.2, 0.89, 0.85, 0.55, 0.62, 0.26, 0.9,
0.7, and 0.28, respectively, and the uncertain measure of its
any vertex is 0.6, 0.9, 0.65, 0.79, 0.95, 0.8, and 0.86,
respectively.

Figure 9 presents the fundamental subgraph of G, and its
confidence level is 0.5 when the confidence level α is 0.5.
Obviously, it is connected, so the generalized uncertain
graph G is 0.5-connected. Figure 10 shows the fundamental
subgraph of G, and its confidence level is 0.65 when α is 0.65.
Obviously, the graph in Figure 10 is non-connected. *us,
the generalized uncertain graph G is non-connected under
the confidence level of 0.65. In the following, we let α be 0.8,
we can get a connected fundamental subgraph of G, and its
confidence level is 0.8, as shown in Figure 11. *us, the
generalized uncertain graph G is 0.8-connected, but its order
is 4.

A major application of α-connectivity of generalized
uncertain graph is that the user can determine the size of the
graph and the reliability measure according to different
requirements.

Definition 14. α-connectivity index of generalized uncertain
graph G is defined as follows:

μ(G) � sup
α

the graphG is α − connected . (40)

According to the above discussion, we can easily know
the relationship between the α-connectivity index and the
connectedness index of a generalized uncertain graph.

Assume G is a generalized uncertain graph, the
α-connectivity index of G is equal to its connectivity index.

4.4. Experimental Verification Analysis. We verify the
implementation stability and efficiency of the algorithm
about the connectivity index of generalized uncertain graph
using a large number of experiments. Without a trusted
query algorithm according to the reliability index, condi-
tional connectivity query, and so on, the paper only studies
the main query methods in different data set scales and the
efficiency of different constraint conditions.

*e experimental data are implemented in the operating
system of Windows 7, the processor of 1.8GHZ, and the
memory of 8G condition, using the artificial simulation in
the programming environment of Visual C++ 6.0.

In the experiment, we generate randomly some uncer-
tain networks. Table 1 shows the numbers of vertices and
edges in these networks. *ese edges in every uncertain
network are randomly created between the two vertices. *e
reliability of each uncertain edge is randomly created among
the real numbers in [0,1], and the reliability of each

uncertain vertex is randomly created among the real
numbers in [0,1].

*ere are two parts in the experiment. In the following
part, we will test the credibility of algorithm of connectivity
index generalized uncertain graph if there is no limitation. In
Experiment 1, we test the change in algorithm performing
required time based on the different scales of edges and
vertices. We test the time variation of the algorithm exe-
cution under the same number of edges in Experiment 2.

Experiment 1. Figure 12 shows the results of the query
results. *e execution time of the algorithm has a similar
distribution to the change in the number of vertices and
edges in the uncertain network.

2

6 4

5

7

31

Figure 9: An confidence level is 0.5 of fundamental subgraph in
Figure 8.

0.6

0.75

0.9
2

6 4

5

7

0.3

0.20.89

0.620.5

0.640.69

0.8 0.7

0.28 0.55

0.86

0.26

0.95

0.9

0.79

0.85

0.6531

Figure 8: Generalized uncertain graph (G) of order 7.
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Experiment 2. To test the validity of the experiment based
on the query algorithm under the user specified the number
of edges and vertices in uncertain network. Figure 13 shows

the query results. Figure 13 shows that it is a similar dis-
tribution of the algorithm performing required time, and the
change corresponds to a change in the number of edges and
vertices in uncertain network.

5. Conclusion

A connected graph is themost basic property in classic graph
theory. However, in certain actual applications, different
uncertain factors are frequently encountered and must be
solved. *is study puts forward a definition of generalized
uncertain graphs and connectivity index and α-connectivity
of generalized uncertain graphs based on the uncertainty
theory and proposes an algorithm for connectivity index and
α-connectivity by symplectic adjacency matrix of a gener-
alized uncertain graph. *is study presents the definition of
α-connectivity index of generalized uncertain graphs and
obtains the relationship between the α-connectivity index
and the connectivity index of a generalized uncertain graph.
In the end, the study employs numerical experiments to
verify the correctness of this new algorithm.
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