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ABSTRACT

While individual non-B DNA structures have been
shown to impact gene expression, their broad reg-
ulatory role remains elusive. We utilized genomic
variants and expression quantitative trait loci (eQTL)
data to analyze genome-wide variation propensities
of potential non-B DNA regions and their relation to
gene expression. Independent of genomic location,
these regions were enriched in nucleotide variants.
Our results are consistent with previously observed
mutagenic properties of these regions and counter
a previous study concluding that G-quadruplex re-
gions have a reduced frequency of variants. While
such mutagenicity might undermine functionality of
these elements, we identified in potential non-B DNA
regions a signature of negative selection. Yet, we
found a depletion of eQTL-associated variants in po-
tential non-B DNA regions, opposite to what might be
expected from their proposed regulatory role. How-
ever, we also observed that genes downstream of po-
tential non-B DNA regions showed higher expression
variation between individuals. This coupling between
mutagenicity and tolerance for expression variability
of downstream genes may be a result of evolutionary
adaptation, which allows reconciling mutagenicity of
non-B DNA structures with their location in function-
ally important regions and their potential regulatory
role.

INTRODUCTION

DNA usually assumes a right-handed double helix
conformation––termed B DNA (1,2). DNA can also take

on non-canonical conformations, referred to collectively
as non-B DNA (3,4). Several types of non-B DNA have
been distinguished, including the four-stranded structure
called a ‘G-quadruplex’ (5,6), left-handed Z DNA (7,8), the
slipped strand DNA structure (9), the Holliday junction
structure––here called a ‘cruciform’ (10), triple-stranded
structure H DNA (11,12) and stress-induced duplex
destabilization (SIDD) sites (13). Formation of non-B
DNA structures in vitro is well established (14) and there
is increasing evidence that they also form in vivo (15,16).
A necessary, but not sufficient, condition for formation
of a non-B DNA structure is a compatible nucleotide
sequence; we refer to such sequences as potential non-B
DNA. Formation of a non-B DNA structure within a cell
rests on additional factors, for example, torsional stress
resulting from supercoiling induced by transcriptional ac-
tivity of downstream genes (17,18). In addition, formation
of such structures is expected to be context-dependent; for
example, structure formation may depend on the existence
of other competing non-B DNA susceptible sequences in
the region (18,19).

Non-B DNA structures have been indicated to play im-
portant roles in biological processes including replication,
transcription and translation (20), and are proposed to play
important roles in adaptation during evolution (21). Con-
sistent with these observations, some types of potential non-
B DNA regions are enriched in functionally important re-
gions in the genomes of a broad range of organisms (22–
32). The enrichment in functional regions might suggest a
higher-than-average conservation (22,33). Consistent with
this view, Capra et al. showed that potential G-quadruplex
regions were evolutionarily conserved in yeast (22). An ear-
lier study based on a large repository of human single nu-
cleotide polymorphisms (SNPs) indicated that there was a
lower density of SNPs in potential G-quadruplex regions
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compared to the genomic background regions with similar
GC content (33).

However, potential non-B DNA regions have been also
shown to be mutagenic (34–40). Both specific sequence pat-
terns defining potential non-B DNA regions and formation
of actual structures were proposed to play a role in muta-
genicity of these regions. For example, non-B DNA struc-
tures can interfere with DNA replication and repair, in-
creasing mutation frequency (39). Possible mechanisms in-
clude stalling of replication forks, which would in turn give
rise to longer exposure of single-stranded DNA (ssDNA)
and may cause replication fork collapse (21). In addition,
repetitive sequences capable of forming non-B DNA are
found at sites of chromosomal breaks, copy number vari-
ations (CNVs) and other rearrangements (41).

It is important to reconcile these apparently paradoxical
findings on a genome-wide basis. Sequence changes within
potential non-B DNA regions may perturb expression of
nearby genes, and, as a result, play a causal role in dis-
ease development (42–44). Since previous studies focused
on either mutagenic or regulatory roles, understanding of
those two issues together remains incomplete for the human
genome.

The expression of several genes has been shown to be de-
pendent on non-B DNA formation. An important example
is the mammalian proto-oncogene c-MYC, which has sev-
eral potential non-B DNA sequences in its promoter region
(45,46). For c-MYC, there are two upstream regulatory el-
ements, called FUSE (far upstream element) and NHE III1
(five repeats of the sequence (C/T)C(C/T)TCCCCA). The
FUSE is actually a SIDD site (47) and the NHE III1 inter-
val contains G-quadruplex and H DNA sequences (48–50).
Also, transcription of c-MYC in permeabilized nuclei is as-
sociated with three discrete Z DNA formations in its pro-
moter region (51).

If the formation of non-B DNA structures is related to
gene expression, then mutations in those elements would be
expected to affect gene expression. In the case of c-MYC, a
mutagenesis experiment showed that a single G to A transi-
tion in a potential G-quadruplex region resulted in a 3-fold
increase in basal transcriptional activity of c-MYC (52).
Several less directed studies suggested that alterations in
gene expression were in part attributable to the regulatory
potential of non-B DNA regions (53–55).

How can mutagenicity and regulatory potential coexist
without compromising cell function? With the accumula-
tion of next-generation high-throughput data, we have a
new opportunity to gain insight into this potential paradox.
In this study, using nucleotide variant data (including both
SNPs and short indels) from the 1000 Genomes Project (56)
and recently generated eQTL data (57), we examined, for
the first time in such a large dataset, both the frequency
of nucleotide variants within potential non-B DNA regions
and their effect on gene expression. As expected, we found
a higher density of nucleotide variants in potential non-B
DNA regions. The enrichment in nucleotide variants was
independent of genic locations, and was also observed in
genomic regions that are conserved between human and
chimpanzee. Surprisingly, we found that eQTL-associated
nucleotide variants (eQTL variants) were not enriched in
potential non-B DNA structures. Instead, we identified a

correlation of the number of potential non-B DNA regions
with expression variation of the downstream genes, even
after controlling for expression mean. This coupling be-
tween mutagenicity and tolerance for expression variabil-
ity of downstream genes may be a result of evolutionary
adaptation, which allows reconciling mutagenicity of non-B
DNA structures with their location in functionally impor-
tant regions and their potential regulatory role.

MATERIALS AND METHODS

Human genome and gene annotation data

The human genome NCBI Build 37 annotation release 105
(GRCh37.p13, hg19) was downloaded from the National
Center for Biotechnology Information (NCBI) ftp site (58).
Only the assembled reference autosomes were used. Gene
annotation corresponding to NCBI Homo sapiens Anno-
tation Release 105 was obtained from the RefSeq (59)
database. Only transcripts whose identifiers started with
NM (protein-coding transcripts of the most confidently val-
idated type) were used.

Genic regions

We defined the transcription start site (TSS) of a gene as the
start of transcription that, among all transcripts of the gene,
was most 5′ with respect to the coding strand. Similarly, the
transcription termination site (TTS) of a gene was defined
as the most 3′ end of transcription among all transcripts.
The start codon of a gene was defined as the most 5′ start
codon among all transcripts of that gene with respect to the
coding strand, and the stop codon of a gene was defined as
the most 3′ stop codon among all transcripts. Those were
done for 18 255 protein coding genes used in this study. The
gene-5′ region of a protein coding gene was defined as the
interval starting 2 kb upstream of the TSS of that gene and
extending up to 1 kb downstream of TSS of that gene, but
not beyond the start codon of that gene. The gene-3′ region
of a protein coding gene was defined similarly as extending
back from 2 kb downstream of the TTS to at most 1 kb
upstream region of TTS, but not beyond the stop codon of
that gene.

In this study, we distinguish intergenic regions from pro-
tein coding genes, and within protein coding genes, we dis-
tinguish 5′-UTR, 3′-UTR, exon (including UTR) and in-
tron regions. An intergenic region is defined to be a region
that does not lie between the TSS and TTS of any gene. A to-
tal of 16 882 intergenic regions were used in this study––the
number of intergenic regions is smaller than the number of
protein coding genes because some pairs of genes overlap.
The 5′-UTR region of a gene was defined as the union of
5′-UTR regions for all transcripts from the same gene, and
the 3′-UTR region was defined as the union of 3′-UTR re-
gions for all transcripts from the same gene. UTR regions
of a gene can be, and frequently are, discontinuous because
the UTR regions of all transcripts of the gene do not over-
lap. Similarly, the exon region of a gene was defined as the
union region of all exons (including UTR regions) from all
transcripts of the same gene. To deal with overlapping genes,
we merged the gene-5′ regions, gene 3′-regions, 5′-UTR, 3′-
UTR and exon regions of all genes when counting variants
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and non-B DNA regions, counting each nucleotide at most
once for each type of region. Intronic regions were defined
as consisting of any nucleotide between the TSS and TTS
of any protein coding gene, but not in an exon of any (not
necessarily the same) gene.

As a control, 500 000 regions with length 50 nucleotides
were sampled from the autosomes randomly without re-
placement and forbidding overlaps between pairs of sam-
pled 50 nucleotide regions or regions that contain the ambi-
guity character ‘N’, which often indicates gaps in the align-
ment.

See Supplementary Table S1 for detailed statistics of all
genic regions discussed in this subsection.

Identification of potential non-B DNA regions

Non-B DNA regions were identified in silico on the human
autosomes. Potential G-quadruplex regions in this study
were predicted using QuadParser (60) with G bases required
in each G monomer repeat and four repeats in the sequence,
minimum gap size between repeats of 1, and maximum gap
size of 7. Both G- and C-patterns were searched in order
to identify potential G-quadruplex regions on both strands.
Potential Z-DNA regions were predicted using the program
Z-hunt II (61) with a probability/propensity score of no less
than 500, and using the SIBZ program (62) as B-DNA to Z-
DNA transition sites with maximal sequences of consecu-
tive base pairs that have transition probability >0.5 at tem-
perature 310 K and superhelical density σ = −0.06. The re-
sults from both programs were consistent and in the figures
and tables, we show only the results obtained with Z-hunt
II. However, since the SIBZ program directly estimates the
probability of B-Z transition, the analysis the potential im-
pact of SNPs on formation of Z-DNA was done with the
SIBZ program only.

Potential slipped DNA regions were predicted using the
TRF program (version 4.04) (63) with scores no less than
60 and repeat lengths between 8 nucleotides and 50 nu-
cleotides, inclusive. Potential cruciform regions were pre-
dicted using the software IRF (version 3.05) (64) with scores
exceeding a threshold of 16 and loop length between 1 nu-
cleotide and 10 nucleotides, inclusive. Potential H-DNA re-
gions were predicted using the Triplex package from Bio-
conductor (version 2.13) (65) with score no less than 18 and
maximum length 100 nucleotides. SIDD sites are regions
where DNA strand separation is favored at equilibrium un-
der negative superhelical stress (31). Potential SIDD regions
were sites with minimum destabilization energy no more
than 3.0 kcal/mol calculated using the SIDD prediction al-
gorithm of (62) at temperature 310◦K and superhelical den-
sity σ = −0.055. For potential Z-DNA, slipped DNA, cru-
ciform, H-DNA and SIDD regions, overlapping intervals
of the same type were merged. QuadParser automatically
merges overlapping potential G-quadruplex regions on the
same strand; when strand information was not considered,
we also merged potential G-quadruplex found on opposite
strands.

A neighbor region for a specific potential non-B DNA
region was defined as the union of the two adjacent inter-
vals on either side, each with half the length of the poten-
tial non-B DNA region. For regions with odd length, the

flanking 3′-region, as determined by the reference strand
read from the p-telomere to the q-telomere, was made one
base longer. Since the hypothesized effect of the poten-
tial non-B DNA regions depends on the local genetic con-
text, always adding a base to the q-telomeric end is not
expected to bias the results. If all types of potential non-
B DNA regions were considered as one single type––non-
B DNA region––overlapping regions from different types
were merged as one single contiguous region and the neigh-
bor region was defined accordingly based on this merged
region. If a neighbor region, as defined above, overlapped
with a potential non-B DNA region of the same type, the
neighbor region was truncated to eliminate the overlap.

See Supplementary Table S1 for detailed statistics of the
potential non-B DNA regions discussed in this subsection.

Nucleotide variants, eQTLs and expression data

Data on genomic nucleotide variants, including SNPs
and short insertions and deletions (indels), for the CEU
population––a population of individuals with Northern
and Western European ancestry who are mostly residents of
Utah––were downloaded from the 1000 Genomes Project
website (56) from the phase 1 dataset. Position information
(hg19) assigned by the 1000 Genomes dataset for SNPs and
indels was used. A total of 6 500 134 autosomal nucleotide
variants with minor allele frequency (MAF) no less than
0.05 were used in this study. A dataset of eQTLs for the CEU
population (lymphoblastoid cell line K562) from a recent
study was used as an indication of functional nucleotide
variants (57). To correct the potential biases in the selection
of probes used in identification of these eQTLs, variants in
linkage disequilibrium (LD) with any of the identified eQTL
were also considered as if they were functional eQTL vari-
ants; LD between two variants was defined as having r2 no
less than 0.6 measured among the CEU population. The
total number of putative functional nucleotide variants, in-
cluding the eQTLs identified in (15) and LD-related vari-
ants, is 314 632. We refer to this combined dataset as eQTL
variants. The corresponding normalized expression data for
CEU population were downloaded from ArrayExpress (E-
MTAB-198) (66). The coefficient of variation was taken as
the measure of variation of expression among samples (in-
dividuals from CEU). If there was more than one expres-
sion measure for a gene from multiple reporters with dis-
tinct oligonucleotides, the variation of each reporter was
calculated individually and the average of these variations
was used as the variation of the gene.

Analysis of disruptive nucleotide variants

Among the structures considered, only for Z-DNA does
there exist a program (SIBZ) that evaluates the probability
of formation of structure based on biophysical principles.
For SIBZ, we assumed that the Z-DNA length is 12 nu-
cleotides, and we considered a Z-DNA to be destroyed if the
probability of its formation drops below 50%. In all other
cases, as a proxy, we defined a variant to be disruptive if the
corresponding prediction program with the same parame-
ter setting did not predict the structure in the sequence with
variant(s). We considered each potential non-B region only
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once and, if there were multiple variants in a given potential
non-B DNA region, we considered it to be disrupted if at
least one variant was disruptive. The working definitions of
intergenic and gene-5′ regions are used as described above,
except that intergenic regions for this analysis also exclude
any gene-5′ or gene-3′ regions defined above.

Experimentally identified regions

For transcription factors binding sites we used ChIP-seq
data from human-derived lympoblastoid cell line K562
downloaded from the ENCODE database (67). Coordi-
nates of binding locations were provided with respect to
the NCBI human genome build 37. Only data from the
Myers Lab at the Hudson Alpha Institute for Biotechnol-
ogy (ENCODE/HAIB) were used in this study (see proto-
col online for details on http://hudsonalpha.org/myers-lab/
protocols). We identified transcription factor binding sites
(TFBS) based on peaks of signals indicating occupancy of
any one of 47 transcription factors. If there were multiple
replicates for the same transcription factor, only overlap-
ping regions from different replicates were considered as
TFBS of that transcription factor. TFBS regions for dif-
ferent transcription factors were merged and 156 795 non-
overlapping TFBS regions were used in this study.

An integrative annotation of chromatin elements (68),
also based on ENCODE data, was used to generate other
functional regions; again, only data derived from the lym-
phoblastoid cell line K562 were used. DNase hypersensitive
sites identified through DNase-seq from Duke University
were defined as open chromatin regions; H3K27me3 signals
were used to define repressed regions. Scores were provided
as part of the annotation (68). Regions with zero scores
from histone modification signals (H3K4me1, H3K4me2,
H3K4me3, H3K9ac, H3K27ac, P300 and H3K27me3) and
zero scores from open chromatin signals (either from the
DNase-seq peaks from Duke University used above to de-
fine open chromatin regions, or from either of two addi-
tional datasets based on ENCODE data (68,69): DNase-
seq peaks from University of Washington or FAIRE-seq
peaks from University of North Carolina at Chapel Hill)
were defined as quiescent regions. We used a minimum score
of 0.8 to identify peaks of open chromatin or repressed re-
gions. We tried other score cut-offs without substantial in-
fluence on the results (data not shown). In total, 194 790
open chromatin regions, 23 955 repressed regions and 16
892 quiescent regions were used in this study. Within regu-
latory marker or open chromatin regions, the subintervals
that are not predicted to be non-B DNA regions were des-
ignated as ‘B DNA regions,’ with no minimum size for any
single region.

See Supplementary Table S1 for detailed statistics of the
experimentally identified regions discussed in this subsec-
tion.

Conservation groups

Assembled autosomal chromosomes for chimpanzee
(Pan troglodytes-2.1.4, panTro4) and mouse (GRCm38.p2,
mm10) were downloaded from the GenBank database
(70). For G-quadruplex, Z-DNA, slipped DNA, cruciform

and H-DNA, we used the same programs and parameters
as in human to identify potential non-B DNA regions
in chimpanzee and mouse. Human-chimpanzee (version
hg19-panTro4) and human-mouse (version hg19-mm10)
alignments were downloaded from the UCSC Genome
Browser (71). A potential non-B DNA region from the
human genome was defined as ‘not aligned’ if it did not
intersect a region of the human genome that was aligned
with the chimpanzee genome. A potential non-B DNA re-
gion that lies entirely within a region of the human genome
that aligns with the chimpanzee genome, and that also
overlaps with potential non-B DNA regions of the same
type in chimpanzee, was called ‘conserved.’ Otherwise,
a potential non-B DNA region that lies totally within a
region of the human genome that aligns to the chimpanzee
genome, but which was not labeled as ‘conserved’, was
said to be ‘aligned but not conserved.’ As a consequence
of these definitions, non-B DNA regions that overlap but
do not lie totally within regions of the human genome that
align with the chimpanzee genome were not included in
the calculations. To make strict comparisons, whenever
a neighbor region of a potential non-B DNA sequence
intersects both aligned and not aligned regions, we did
not use the potential non-B DNA region or the neighbor
region in the computation. The definitions of ‘not aligned,’
‘conserved’ and ‘aligned but not conserved’ potential
non-B DNA regions from the human genome based on
human-mouse alignment followed the same rules.

Statistical analysis

The distribution of potential non-B DNA regions was
shown as normalized density in 5 kb upstream and down-
stream regions around the TSS of protein coding genes in
the human genome. The position of each non-B DNA re-
gion was identified as its central base (the last base of first
half if it has even length). For each type of non-B DNA
region, we counted the number of times a potential non-
B DNA region was predicted at each position, and then,
normalized by number of genes for better comparison. To
smooth the distribution, for each position relative to the
TSS, we calculated the total number of a particular type
of potential non-B DNA region in a 101 base window cen-
tered at that position normalized by dividing by the length
of 101 bases. To plot and compare the distribution of the
frequency of variants as a function of MAF, we did the fol-
lowing steps. First, for each value between 0.1 and 0.45, us-
ing 0.01 as step, we counted the number of variants with a
MAF within a window of width 0.1 centered that point. Sec-
ond, we calculated the probability density of these counts
as the number of variants counted for each window nor-
malized by the total number of variants counted in all win-
dows with multiplicity. This was done separately for B DNA
and potential non-B DNA regions (not including SIDD).
Differences between probability densities were evaluated us-
ing Kolmogorov–Smirnov tests, as implemented in GNU R
(72) (http://www.R-project.org/).

To assess relationships between the local base composi-
tion and the distribution of potential non-B DNA regions,
we generated randomized sequences preserving position-
dependent composition bias for regions upstream and

http://hudsonalpha.org/myers-lab/protocols
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downstream 5 kb around the TSS of protein coding genes.
To do so, sequences for all genes were aligned according
to the TSS, and then we randomly shuffled nucleotides at
each position, generating 18,255 random sequences with the
same positional composition as the original regions. Poten-
tial non-B DNA regions were predicted based on those ran-
domized sequences using the same prediction programs and
parameters as for the real sequences, and the normalized
density was calculated as described above for each poten-
tial non-B DNA region. This randomization procedure was
repeated 100 times and the final normalized density was cal-
culated as the average among those 100 replicates. The18
255 protein coding genes were further partitioned into three
groups (high/medium/low GC content groups) each with
approximately 6000 genes based on GC content of the in-
tervals 2 kb upstream and downstream of the TSS for each
gene. We decided to make the groups of comparable sizes to
balance the statistical power, rather than using round num-
ber thresholds for GC content. We decided to use 2 kb inter-
vals in this analysis, instead of 5 kb intervals used in other
analyses, to capture sharper peaks and valleys of GC con-
tent. Normalized densities for those three groups were also
shown based on both original and randomized sequences.
Since permutation analysis of SIDDs is prohibitively time-
consuming, given their depletion around TSS and small role
in mutations, we excluded SIDDs from this analysis.

The density of nucleotide variants in each type of ge-
nomic region was calculated as the total number of nu-
cleotide variants in that region normalized by the total
length of corresponding region. Differences between densi-
ties of variants in different regions were evaluated based on
X2 tests of 2 × 2 tables. Each 2 × 2 contingency table was
created with rows indicating whether a position belongs to
a case region or a control region, and columns indicating
whether a variant had been observed or not within a re-
gion. The enrichment of eQTL variants in a specific region
was measured as a ratio of number of eQTL variants to all
nucleotide variants in the corresponding region normalized
by the background ratio of number of all eQTL variants to
all nucleotide variants from CEU population. Differences
between the levels of enrichment of eQTL variants in dif-
ferent regions were also evaluated based on X2 tests of 2
× 2 tables. Here 2 × 2 contingency tables were used where
rows indicated whether a position belongs to a case or con-
trol region and columns indicated whether a position is or is
not an eQTL variant. For enrichment analysis of structure-
disrupting nucleotide variants in potential non-B DNA re-
gions in gene-5′ regions compared to intergenic regions, P-
values were calculated based on X2 tests of 2 × 2 tables with
rows indicating whether a case belongs to gene-5′ region or
intergenic region, and columns indicating disruptive cases
or non-disruptive cases.

Correlations between the number of each potential non-B
DNA region type within the gene-5′ region and, either ex-
pression mean or expression variation, of the correspond-
ing gene were measured using Spearman rank-order cor-
relation, as implemented in GNU R (72) (http://www.R-
project.org/). Partial correlations were also calculated be-
tween the number of occurrences of each potential non-B
DNA region in the gene-5′ region and expression variation,
while controlling for the expression mean. For comparison,

correlations were also computed for the previously gener-
ated random regions in the gene-5′ region of all protein cod-
ing genes in human. The statistical significance of a corre-
lation was assessed by a permutation test. The values for
one variable were randomly permuted, so that each value
for one variable was randomly paired with a value for the
other variable. The correlation for the permuted data was
then calculated. This process was repeated 100 000 times
and the empirical P-value was taken as the fraction of these
correlations that had an absolute value at least as large as
the correlation in the observed data.

RESULTS

Distribution of potential non-B DNA regions

One of the arguments often used in supporting of regulatory
role of non-B DNA structures is the accumulation of poten-
tial non-B DNA regions in gene promoter regions. There-
fore, we started with an analysis of the distribution of poten-
tial non-B DNA regions with respect to the TSS of protein
coding genes in the human genome. While the distribution
of some non-B DNA structures in the human genome has
been analyzed before (23,29,73–75), no systematic attempt
has been made to test if similar distributions would be ob-
tained by chance based on position-specific nucleotide dis-
tribution alone. Similarity of the ‘by chance’ distribution to
the actual distribution would support the hypothesis that
potential non-B DNA regions were favored as byproducts
of unrelated evolutionary pressures.

In agreement with previous results (23,26,29,31,76), sev-
eral types of potential non-B DNA regions showed an en-
richment around the TSS of protein coding genes (Fig-
ure 1, solid curves). These enriched structures include G-
quadruplex (Figure 1A and B), Z-DNA (Figure 1C) and
slipped DNA (Figure 1D). Since the formation of a G-
quadruplex involves a single strand, we estimated the distri-
bution of potential G-quadruplex regions on the template
and non-template strands separately. There is an asymmetry
with respect to the occurrences of potential G-quadruplex
regions on each of the two strands: while potential G-
quadruplex regions on the template strand showed a sin-
gle peak upstream of TSS (Figure 1A), there was an addi-
tional peak downstream of TSS for potential G-quadruplex
regions on the non-template strand (Figure 1B). This asym-
metry was also observed previously by other researchers
(77,78). For potential cruciform regions, the peak near TSS
is very small with respect to the baseline level (Figure 1E).
Potential H-DNA and SIDD regions were depleted near
TSS (Figure 1F and G).

We next tested whether positional biases in composition
alone could give rise to the observed profile of potential
non-B DNA regions. To obtain random sequences with
the same nucleotide bias including the dependence of this
bias on the distance from TSS, we aligned protein coding
genes with respect to TSS and permuted nucleotides among
the sequences while preserving their distance to TSS (77)
(see Materials and Methods subsection entitled ‘Statistical
analysis’ for details of the randomization procedure). In-
terestingly, randomized sequences also showed enrichment
of corresponding potential non-B DNA regions and in the
case of Z-DNA, the number of such regions in the permuted
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Figure 1. Distribution of potential non-B DNA regions. Distributions of (A) G-quadruplex in template strand, (B) G-quadruplex in non-template strand,
(C) Z-DNA, (D) slipped DNA, (E) cruciform, (F) H-DNA and (G) SIDD are shown as normalized densities in the 5 kb upstream and downstream region
around the TSS of human protein coding genes. This was done based on central base of each potential non-B DNA region. The normalized density was
defined as the number of structures in each position normalized by the number of total genes. For smoothing, for each position, potential non-B DNA
regions were counted within a 101-nucleotide window centered at that position, and then normalized by the length of the window. Normalized densities are
also shown for randomized sequences (dotted curves, not for SIDD). The randomized sequences were generated from original sequences aligned according
to the TSS of genes, while keeping nucleotide composition for each position (see Materials and Methods for details). Each of the density computations in
panels (A) through (F) was done for all genes together and for three disjoint high, medium and low GC content gene groups.
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sequences was very high (Figure 1A–F). An exception was
H-DNA, which was rarely predicted to occur in randomized
sequences.

To control for biases due to differences in local GC con-
tent of genes, we performed additional experiments in which
we partitioned genes into groups with high, medium or low
GC content near the TSS, as described in Materials and
Methods, subsection entitled ‘Statistical analysis.’ As we
had done for the full set of protein coding genes, we gen-
erated three sets of control sequences for each of the three
groups of genes. Higher GC content generally corresponded
to higher enrichment of potential non-B DNA regions with
the ratio of the area under curve for the genes with high
GC versus low GC bigger than 1.0, indicating that GC con-
tent contributes to the enrichment of potential non-B DNA
regions. GC content typically does not explain the enrich-
ment entirely, as there are more potential non-B DNA re-
gions than would be expected based on nucleotide frequen-
cies alone. An interesting exception are potential Z-DNA
regions, where except for the sharp peak in the upstream re-
gion of TSS, the enrichment for potential Z-DNA regions
could be largely explained by the GC distribution (Figure
1C).

Given the enrichment of some types of potential non-B
DNA regions in the vicinity of TSS, one could expect a de-
pletion of mutation that destroys these structures in this ge-
nomic region. We tested this hypothesis for all ‘structural’
non-B DNA elements (thus excluding SIDDs). Unfortu-
nately, among the structures considered, only for Z-DNA
does there exist a program (SIBZ) that evaluates the prob-
ability of formation of structure based on biophysical prin-
ciples. In all other cases, as a proxy, we defined a variant to
be disruptive if the corresponding prediction program failed
to detect the structure in the mutated sequence (see Materi-
als and Methods, subsection entitled ‘Analysis of disruptive
nucleotide variants’ for more details).

Using the intergenic regions as reference, we asked
whether gene-5′ regions were enriched or depleted in dis-
ruptive variants. The structures that are enriched around
TSS with a large enrichment of these structures relative to
random (G-quadruplex and slipped DNA) indeed show a
depletion of disruptive variants. The remaining structures
are either enriched with disruptive variations in the gene-5′
regions (Z-DNA and cruciform) or show no statistical dif-
ference (H-DNA) (Table 1).

Mutagenicity of potential non-B DNA regions

Previous results indicate that potential non-B DNA regions
are mutagenic. Since mutagenicity might undermine func-
tionality of these regions, we next analyzed the distribution
of nucleotide variations in potential non-B DNA regions
stratifying by genomic location. First, we observed that
there was an enrichment of nucleotide variants in poten-
tial structural non-B DNA regions (Figure 2A). When com-
pared to random regions, known functionally important
regions, such as 5′-UTR, 3′-UTR and exon regions, were
more conserved with fewer nucleotide variants (Figure 2A).
Next, since different types of potential non-B DNA regions
showed different patterns near TSS (Figure 1), we asked the
two-part question: is the enrichment of nucleotide variants

different for different potential types of non-B DNA regions
and/or is the enrichment of nucleotide variants different in
different genomic regions? Investigating individual non-B
DNA types separately and genomic regions separately, we
found that for almost all potential non-B DNA types and all
genomic region categories, there were significantly more nu-
cleotide variants in potential non-B DNA regions relative to
random sequences from the corresponding genomic region
category (Figure 2B). Additional analysis (data not shown)
indicated that the enrichment of variants is not dependent
on the presence or absence of CpG sites. These observations
are consistent with high mutagenicity of regions susceptible
to forming non-B DNA.

The result that potential G-quadruplex regions have a
higher frequency of variants than similar non-G-quadrulex
regions is not consistent with the results of Nakken et al.
(33). We therefore repeated their experiments, albeit with
newer versions of several databases. The investigation sug-
gested that the difference is likely due to two factors: the
lack of indels in their set of tested variants and their exclu-
sion of repetitive regions (Supplementary Table S2). Their
decision to use only SNPs reflects the availability of data
when the study was performed; the version of dbSNP (79)
used by Nakken et al., had few indels. Our analyses do
not support the decision to filter repetitive regions, because
we found that potential G-quadruplex regions are often
masked as repeats, even when they occur in a genic region
and have regulatory potential. We discuss details about the
attempted replication of the experiments in Nakken et al.
(33) in the Supplementary Data.

Previous studies showed that some functional non-B
DNA regions were conserved between different species of
yeast (22). The fact that conserved regions are more likely
to be functionally important provides an opportunity for
an alternative stratification of potential non-B DNA re-
gions. We divided potential non-B DNA regions into three
groups based on their conservation utilizing an alignment of
human-chimpanzee genomes: not aligned, aligned but not
conserved and conserved (see Materials and Methods for
details). We observed consistent enrichment of nucleotide
variants in potential non-B DNA regions in all three groups
(Figure 2C, see Supplementary Figure S1 for similar results
based on data from human and mouse). Thus, even poten-
tial non-B DNA regions that, based on its conservation, are
more likely to contain functionally important elements are
more polymorphic than their neighbor regions.

Having confirmed a universal association between nu-
cleotide variants and regions with non-B DNA potential,
we graphed the density of the number of nucleotide vari-
ants as the function of MAF for all variants (Figure 2D,
solid curve) and for variants within potential non-B DNA
regions excluding SIDDs (Figure 2D, dotted curve). The
analysis uncovered that potential non-B-DNA regions are
enriched in nucleotide variants with small MAF values (P-
value < 2.2e-16, Kolmogorov–Smirnov test). Such enrich-
ment is considered to be a signature of negative (purifying)
selection (56). To make sure that the observed signal is not
due to selective sweeps and to assess possible impact of pos-
itive selection, we analyzed the data using precomputed in-
tegrated Haplotype Scores (iHS) (80), a normalized scoring
system based on the test statistic EHH (extended haplotype
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Table 1. Enrichment analysis of structure-disrupting nucleotide variants in potential non-B DNA regions in gene-5′ region versus intergenic regions

Non-B DNA Gene-5’ Intergenic
Disruptive
enrichment

P-value (X2

test)

Disruptive Total Fraction Disruptive Total Fraction

G-quadruplex 497 2323 0.21 3711 15958 0.23 Intergenic 0.0496
Z-DNA (Z-hunt) 93 826 0.11 1164 13105 0.09 Gene-5′ 0.0004
Z-DNA (SIBZ) 36 264 0.14 359 7124 0.05 Gene-5′ 2.55e-9
Slipped DNA 997 3991 0.25 30024 99763 0.30 Intergenic 4.56e-9
Cruciform 609 1410 0.43 24195 63754 0.38 Gene-5′ 6.85e-5
H-DNA 460 3194 0.14 16987 115567 0.15 N/A 0.654

P-values were calculated based on chi-square tests of 2 × 2 tables with rows indicating whether a case belongs to a gene-5′ region or an intergenic region,
and columns indicating disruptive cases or non-disruptive cases.

Figure 2. Mutagenicity of potential non-B DNA regions. (A) Variant densities of different genetic regions compared to randomly selected regions. See
Materials and Methods, subsection entitled ‘Genic regions,’ for the detailed definitions of different regions. Variant density was defined as total number
of nucleotide variants in a specific region normalized by total length of that region. (B) Variant densities of individual potential non-B DNA regions in
different genetic regions compared to randomly selected regions. (C) Variant density of potential non-B DNA regions (not including SIDD) with different
conservation levels. The calculation was done based on potential non-B DNA regions in human genome. Potential non-B DNA regions were classified as
one of: ‘not aligned,’ ‘aligned but not conserved’ or ‘conserved’ based on genome alignment of human-chimpanzee (see Materials and Methods for details).
The neighbor region for a specific non-B DNA region was defined as the upstream and downstream region, with each portion having half the length of
the corresponding potential non-B DNA region. (D) Probability density of nucleotide variants as a function of their MAF. The probability density here
was defined as number of nucleotide variants with a specific MAF, ranging from 0.05 to 0.5 using 0.01 as the step and smoothed by a window of 0.1
centered at each step, normalized by total number of nucleotide variants. Probability densities for all nucleotide variants (solid curve) and variants only in
potential non-B DNA regions (dotted curve, not including SIDD) were shown. The differences between variant densities were evaluated through χ2 tests
of 2 × 2 tables (see Materials and Methods for details). Differences between probability densities were evaluated using the Kolmogorov–Smirnov test. The
significance level was categorized as: ***P-value < 0.001; **P-value < 0.01; *P-value < 0.05.
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homozygosity) proposed by Sabeti et al. (81). Specifically,
iHS measures selection toward new alleles. Association of
potential non-B DNA region associated SNPs with a signa-
ture of positive selection would be also interesting from the
perspective of a potential role for biased gene conversion
in the evolution of these structures. However, the current
data do not support enrichment in positive selection (Sup-
plementary Tables S3–S6, see the Supplementary Data for
details). No enrichment was observed either when restrict-
ing our analysis to only SNPs with a MAF of 5–10% (data
not shown).

eQTLs are depleted in potential non-B DNA regions

Formation of non-B DNA structures in several spe-
cific regions has been directly linked to gene regulation
(47,48,53,82,83). In contrast, arguments behind genome-
scale regulatory potential of such structures are typically
based on correlation and enrichment studies and thus, re-
main indirect (23,29,31,73–75,77). Expression quantitative
loci analysis, eQTL, allows identification of regulatory re-
gions by linking genetic variations in a region to expres-
sion variation of a gene. In what follows, we use the term
‘eQTL variant’ to denote a nucleotide variant linked exper-
imentally with expression of a gene via eQTL analysis, or
to denote a variant in LD with an experimentally verified
eQTL (see Materials and Methods, subsection entitled ‘Nu-
cleotide variants, eQTLs and expression data,’ for details).
Designation as an eQTL variant is based on association and
does not indicate that the specific variant is causal; it may
only be in LD with a causal variant.

As a cautionary note, eQTL analysis does not establish a
mechanistic explanation for differences in expression, and
presence of an eQTL variant in a non-B DNA region does
not establish that the structure itself is responsible for the
differences in expression. For example, it is important to
keep in mind that transcription factors such as SP1 and
EGR1 bind to runs of guanines (84). Therefore, a polymor-
phism in a potential G-quadruplex region can affect for-
mation of the G-quadruplex but can also affect binding of
a transcription factor. Despite such ambiguity, large-scale
association of eQTL variants with potential non-B DNA
regions would help to identify candidate regulatory struc-
tures. Previous studies identified a number of eQTL vari-
ants in potential G-quadruplex regions (53). In this study,
we tried to examine how general is this phenomenon.

First, we tested whether eQTL variants were also en-
riched in potential non-B DNA regions. As would be ex-
pected from the higher density of variants in non-B DNA
regions and the tendency of nearby variants to be in LD,
a higher density of eQTL variants was indeed observed in
potential non-B DNA regions compared to other B DNA
regions in the same region category (Figure 3A). A more
relevant measure, we argue, is the ratio of eQTL variants
within a category of region to the total number of variants
in the same category, normalized by the genome-wide ratio
of eQTL variants to variants. We denote this normalized
ratio as the enrichment score. We then asked the question
whether the enrichment score of any particular type of re-
gion was greater than one?

As expected, there were enrichments of eQTL variants
in regulatory marker and open chromatin regions (Figure
3B, enrichment score > 0 under a log scale) as a whole,
counted without considering whether individual variants
were within potential non-B DNA intervals. However, when
variants were counted separately for potential non-B DNA
and B DNA intervals within regulatory marker or open
chromatin regions, eQTL variants were less enriched in po-
tential non-B DNA regions than in B DNA regions (Fig-
ure 3B). We compared the enrichment scores of individual
types of potential non-B DNA regions, open chromatin re-
gions, regulatory marker regions, and TFBS regions, as well
as repressed and quiescent regions where eQTL variants are
expected to be depleted (see Materials and Methods for de-
tails). As a control, we computed the enrichment scores of
500 000 regions randomly selected from the autosomes and
found, as expected, no enrichment of eQTL variants (en-
richment score close to 0 under a log scale). For potential
non-B DNA regions, there was a depletion of eQTL vari-
ants, although we observed some differences between dif-
ferent potential non-B DNA regions (Figure 3C). Stranger
et al. (57) defined cis eQTL to be those within 1 Mb around a
TSS. However, stress due to supercoiling assumed to be the
main force behind formation of non-B DNA does not prop-
agate over such big distances (85). Thus, eQTLs affecting
non-B DNA might be preferentially located in bases fairly
close to the TSS. We evaluated whether restricting atten-
tion to regions within 1 kb of the TSS, or asymmetrically
within 1 kb upstream or downstream of the TSS, might re-
veal an enrichment of eQTL, but no such enrichment was
seen (Supplementary Figure S2).

The depletion of eQTL variants in potential non-B DNA
regions might be interpreted as an argument against a broad
impact of non-B DNA structures on gene expression. One
possible explanation for depletion of eQTL variants in po-
tential non-B DNA regions is that most variants do not
change drastically the region’s potential to form the non-
B DNA structure. Among structures that are enriched near
TSS, estimation of the stabilizing energy (as a proxy for Z-
DNA potential) is possible for Z-DNA only, and it can be
done with the SIBZ program (62). We restricted attention
to regions where SIBZ and Z-hunt II predictions agreed in
predicting a Z-DNA region. Then, we used SIBZ to identify
variants that disable (reduce the probability to below 0.5)
Z-DNA formation. We found weakly significant (P-value
= 0.0284) enrichment of eQTLs among variants that dis-
able Z-DNA formation relative to all variants that occur in
Z-DNA regions (Supplementary Table S7).

Expression variability of genes directly downstream of poten-
tial non-B DNA regions

The depletion of eQTL variants in potential non-B DNA re-
gions might also have an evolutionary explanation. To test
if this might be the case, we computed the Spearman cor-
relation between the number of potential non-B DNA re-
gions and expression variation, and the partial Spearman
correlation controlled for expression mean, in the gene-5′
regions of protein coding genes in human. As expected, ran-
domly selected regions were not correlated to either expres-
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Figure 3. eQTL variants were not enriched in potential non-B DNA regions. (A) eQTL variant density for potential non-B DNA regions and B DNA
regions from open chromatin regions. eQTL variant density was defined as number of eQTL variants in a specific region normalized by the length of
that region. B DNA regions were regions that were not potential non-B DNA regions. Open chromatin regions were regions identified as chromatin-free
regions that may have regulatory roles (see Materials and Methods, subsection entitled ‘Genic regions,’ for details). (B) eQTL variant enrichment for
potential non-B DNA regions and B DNA regions within open chromatin regions. eQTL variant enrichment was calculated as the ratio of eQTL variants
to nucleotide variants within a specific region normalized by the background ratio of all eQTL variants to all nucleotide variants used in this study. (C)
eQTL variant enrichment for individual potential non-B DNA regions and other representative regions including random regions, open chromatin regions,
TFBS regions, repressed regions and quiescent regions. See Materials and Methods for detailed definitions of those regions. Differences of eQTL densities
or eQTL variant enrichments between two regions (specific regions to random regions for (C)) were also evaluated through χ2 tests of 2×2 tables (see
Materials and Methods for details). The significance levels were categorized as: ***P-value < 0.001; **P-value < 0.01; *P-value < 0.05.

sion mean or expression variation, even after controlling for
expression mean.

Indeed, potential G-quadruplex, Z-DNA and slipped
DNA regions, which were enriched near TSS (Figure 1),
were all correlated to expression variation, even after con-
trolling for expression mean (Table 2). It is possible that
the correlation between potential non-B DNA regions and
expression variation was caused merely by the numbers
of nucleotide variants in gene-5′ regions of corresponding
genes. We excluded this possibility via an additional test that
showed less significant correlation between number of nu-
cleotide variants in gene-5′ regions and expression variation
of corresponding genes (Table 2). Taken together, our analy-
ses of gene expression variation indicated that the presence
of certain types of potential non-B DNA regions was re-
lated to expression variation. A notable exception to this
rule were SIDDs. Indeed, SIDDs are not so mutagenic as
other non-B DNA region types (Figure 2B). In addition, a
previous study suggested a role of the FUSE region, which
is a SIDD, upstream of c-MYC in tight regulation expres-
sion of this gene (86).

DISCUSSION

It has been proposed, and in several cases experimen-
tally verified (47,48,53,80,81) that non-B DNA structures
can regulate gene expression. Consistent with their pro-
posed regulatory role, non-B DNA compatible sequences
are conserved and enriched in functionally important re-
gions (23,26,29,31,76). In particular, we demonstrated that
the enrichment of potential G-quadruplex, Z-DNA and
slipped DNA regions that can be observed in the promoter
region could not be fully explained by the GC content alone.
Specifically, the accumulation of non-B DNA in these re-
gions was higher than expected by chance based on the nu-
cleotide frequency, with the following partial exception. For
potential Z-DNA regions, the excess occurs only for the re-

gion in the immediate vicinity of TSS; for regions further
from the TSS, the increase of these potential Z-DNA re-
gions is consistent with what is expected by chance. Inter-
estingly, in our previous studies in E. coli we showed that
potential Z-DNA regions were depleted in the promoter
region, and this depletion could also be explained by nu-
cleotide composition alone (87). In addition, genes with
higher GC content had more potential non-B DNA regions
in their promoter regions. Since GC-rich mammalian genes
have on average higher transcription rates than GC-poor
genes (88), this suggests that non-B DNA structures might
particularly impact highly transcribed genes.

A hallmark of functional regions is their evolution-
ary conservation. However, using genome-wide human
nucleotide variants from the 1000 Genomes Project, we
demonstrated that potential non-B DNA regions contain
a disproportionate number of nucleotide variants. Specifi-
cally, we showed that the density of nucleotide variants was
higher in potential non-B DNA regions relative to the cor-
responding control B DNA regions; this observation held
for any category of genic regions, even for potential non-B
DNA regions conserved between human and chimpanzee.
However, we observed that potential non-B DNA regions
contain more polymorphic sites with small MAF compared
to the background of all polymorphic sites suggesting that
the mutagenicity of non-B DNA structures is, at least in
part, counterbalanced by negative selection.

To gain more insights into this apparent contradiction be-
tween mutagenicity and proposed functional role, we ana-
lyzed nucleotide variants in potential non-B DNA regions
as putative causes of expression variability for downstream
genes. Surprisingly, an eQTL analysis revealed a depletion
of eQTL variants in potential non-B DNA regions. In prin-
ciple, one might expect that if non-B DNA structures regu-
late the expression of downstream genes, regions with non-
B DNA forming potential should be enriched in eQTL vari-
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Table 2. Correlation between potential non-B DNA regions and gene expression

Regions Expression mean Expression variation
Expression variation (control for

mean)

Random 0.01 − 0.01 − 0.01
G-quadruplex 0.04*** 0.08*** 0.07***

Z-DNA 0.09*** 0.11*** 0.06***

Slipped DMA − 0.01 0.04*** 0.06***

Cruciform − 0.02** 0.01 0.04***

H-DNA 0.02** 0.02** 0.01
SIDD − 0.02 − 0.02** − 0.00
Nucleotide variants − 0.07*** − 0.03*** 0.02*

Spearman rank-order correlations were calculated between the number of potential non-B DNA regions in gene-5′ region of a gene and its expression
mean or variation. Random regions and nucleotide variants in gene-5′ regions were used collectively as controls. Significance levels for correlations are
categorized as: ***P-value < 0.001; **P-value < 0.01; *P-value < 0.05.

ants, which is not what we found. These observations sug-
gest several important properties of potential non-B DNA
regions. The limited impact of mutations in these regions on
gene expression is consistent with several non-mutually ex-
clusive explanations. First, most nucleotide variants are ex-
pected to change only slightly the stability of non-B DNA
structure and have a small impact on whether or not the
structure will form. Utilizing the SIBZ program, we indeed
found an enrichment of eQTL variants among variants that
disable Z-DNA formation, although the statistical signif-
icance was not strong, possibly due to small sample size.
Since mutations in non-B DNA regions may also be fre-
quent, there may not have been enough evolutionary time
for negative selection to reduce the prevalence of mutations
with modest deleterious effect from the population.

Alternatively, it is possible that the preponderance of re-
spective potential structures has a limited regulatory role on
gene expression at least in the specific condition for which
the expression data have been gathered. Indeed, our analysis
indicates that most of the potential Z-DNA regions in gene
promoters would be observed by chance given nucleotide
frequencies in this region. Thus, it is possible that most of
potential non-B DNA regions have emerged as a by-product
of evolutionary processes other than the evolution of gene
expression. If so, the roles of potential non-B DNA regions
as gene regulators could have emerged later and limited to
only a subset of potential non-B DNA regions and nearby
genes.

The main physical force leading to formation of non-B
DNA structures is negative supercoiling. Currently, there
are computational models for supercoiling driven forma-
tion of alternative structures for SIDDs, Z-DNA and cruci-
forms (19). Thus, a second possible general reason for for-
mation of these non-B DNA structures upstream of tran-
scriptionally active genes is that they would provide tor-
sional strain relief. Thus, formation of non-B DNA struc-
tures may facilitate efficient gene expression, serve as a gene
expression sensor or be utilized for expression fine-tuning.
Currently there is support, albeit not always direct, for all
these roles (23,47,77,86,89). We have observed a correlation
between expression and mean and the number of potential
non-B DNA regions for Z-DNA and G-quadruplex, but
not for SIDDs.

Interestingly, with the notable exceptions of SIDD and
H-DNA, we observed a positive correlation between the

number of potential non-B DNA regions in the promoter
region and expression variation of the downstream gene.
This suggests a third explanation for the depletion of eQTL
variants in potential non-B DNA regions. Specifically, if the
expression levels of these genes are noisy, then the cell could
have evolved a capability of buffering this noise and thus
damping the effect of subtle changes in the stability of non-
B DNA structure on gene expression. In contrast, presence
of SIDDs was correlated with reduced expression variabil-
ity. This suggests that SIDDs might act more broadly as ex-
pression noise suppressors, as the FUSE segment near c-
MYC does (86).

In summary, our results suggest that some potential non-
B DNA regions emerged in gene promoters as a by-product
of evolutionary processes not necessarily concerning gene
expression. The role of potential non-B DNA regions as
gene regulators emerged later and is likely to be limited
to only a subset of these regions. This would explain the
diversity of regulatory functions proposed for potential
non-B DNA regions. In addition, the high mutagenicity of
these structures might have been fundamental for speeding
up the evolution of these diverse functions. It remains an
open question how many of non-B DNA structures actually
form, and out of those that form, how many have a regula-
tory role in gene expression.
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