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Abstract
Artificial intelligence plays an important role and has been used by several countries as a health strategy in an attempt to 
understand, control and find a cure for the disease caused by Coronavirus. These intelligent systems can assist in accelerat-
ing the process of developing antivirals for Coronavirus and in predicting new variants of this virus. For this reason, much 
research on COVID-19 has been developed with the aim of contributing to new discoveries about the Coronavirus. However, 
there are some epistemological aspects about the use of AI in this pandemic period of Covid-19 that deserve to be discussed 
and need reflections. In this scenario, this article presents a reflection on the two epistemological aspects faced by the COVID-
19 pandemic: (1) The epistemological aspect resulting from the use of patient data to fill the knowledge base of intelligent 
systems; (2) the epistemological problem arising from the dependence of health professionals on the results/diagnoses issued 
by intelligent systems. In addition, we present some epistemological challenges to be implemented in a pandemic period.
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1 Introduction

We already know that Coronavirus SARS-CoV-2 has 
infected thousands of people, caused deaths and contin-
ues to spread throughout the world (PHAM et al. 2020). In 
this context, a specific digital technology called Artificial 
Intelligence (AI) plays an important role and has been used 
by several countries as a health strategy in an attempt to 
understand, control and find a cure for the Coronavirus dis-
ease (COVID-19) caused by this virus (DSouza et al. 2019; 
Kulkarni et al. 2020).

Many efforts and investments have been applied to the AI 
research area to combat the COVID-19 pandemic. Intelligent 

computing systems can support health decision-making 
when problems are complex, when there is still not much 
information about a new virus and when the time requires 
rapid results, as is the context of a pandemic (Adly et al. 
2020). In this sense, AI systems can assist in accelerating 
the process of developing antivirals for Coronavirus and in 
predicting new variants of this virus (Adly et al. 2020; Ahuja 
et al. 2020). For this reason, much research on COVID-19 
has been developed with the aim of contributing to new dis-
coveries about the Coronavirus (Albahri et al. 2020; Lal-
muanawma et al. 2020; PHAM et al. 2020).

However, there are some epistemological aspects about 
the use of AI in this pandemic period of COVID-19 that 
deserve to be discussed and need reflection. An important 
epistemological aspect concerns the use of real data that 
is needed to fill the knowledge base of AI systems for the 
discovery of new Coronavirus information. Patient data and 
clinical information must be used for an AI algorithm to 
produce machine intelligence (Li et al. 2018; Al-Rubaie 
2019). In addition, biomedical data can be obtained through 
sensors connected to a patient’s body (electromyographic, 
electroencephalographic, galvanic skin response, tempera-
ture, respiratory rate, etc.) and be inserted into an AI system 
(Swapnarekha et al. 2020). Would it be reasonable, when it 
comes to data privacy, to use patient data to get quick results 

 * Angela A. R. de Sá 
 angelaabreu@gmail.com

 Jairo D. Carvalho 
 jairodc_8@hotmail.com

 Eduardo L. M. Naves 
 eduardonaves@ufu.br

1 Assistive Technology Group, Faculty of Electrical 
Engineering, Federal University of Uberlândia, Uberlândia, 
Brazil

2 Technologies Study Group, Faculty of Philosophy, Federal 
University of Uberlândia, Uberlândia, Brazil

http://orcid.org/0000-0002-1818-8270
http://orcid.org/0000-0002-3017-4808
http://orcid.org/0000-0003-4175-723X
http://crossmark.crossref.org/dialog/?doi=10.1007/s00146-021-01315-9&domain=pdf


 AI & SOCIETY

1 3

from an intelligent system in a pandemic period? In addition, 
we have another important epistemological aspect in relation 
to the dependence of medical professionals on the results/
diagnoses provided by intelligent systems. What would be 
the boundary between artificial knowledge of intelligent sys-
tems and scientific knowledge of health professionals? Is it 
worrying that we need to have rapid results in a pandemic 
period and, therefore, the medical field to become hostage 
to diagnoses issued by intelligent systems? Thus, it is impor-
tant to study these epistemological aspects of the application 
of AI in the development of new health technologies and 
their impacts on the lives of health professionals and patients 
during the COVID-19 pandemic period.

In this scenario, this essay presents a reflection on the 
two epistemological aspects faced by the COVID-19 pan-
demic: (1) The epistemological aspect resulting from the 
use of patient data to fill the knowledge base of intelligent 
systems; (2) the epistemological problem arising from the 
dependence of health professionals on the results/diagnoses 
issued by intelligent systems. To discuss these epistemo-
logical aspects of the application of AI in the context of 
Coronavirus, we will first present an overview of the use of 
intelligent systems that are helping to combat COVID-19. 
Next, we will explain about the epistemological aspects of 
AI in the context of the Coronavirus pandemic and the pos-
sible impacts on our lives. In conclusion, we will present 
some challenges of using AI in pandemic periods.

2  Materials and methods

To carry out the search for articles for the scientific basis of 
the epistemological reflection proposed in this article, we 
used the criteria for Preferred Reporting Items for System-
atic Reviews and Meta-Analyses (PRISMA) (Moher et al. 
2009a, b). The entire study selection process was carried 
out by three reviewers and summarized in a PRISMA flow 
diagram (Fig. 1).

2.1  Inclusion/exclusion criteria

Eligible articles accounted for studies on COVID using AI 
techniques. We excluded studies that did not present results 
of technological development to be used by medical pro-
fessionals or did not present epistemological aspects of AI. 
The search included English and Portuguese language. Data 
collection took place up to May 2021.

2.2  Search sources

We performed the search of articles in three databases: Web 
of Sicence, Pubmed, and Scopus). For our study, the follow-
ing search terms was used: [(“Artificial intelligence”) AND 
(“2019-nCoV” OR 2019nCoV OR nCoV2019 OR “nCoV-
2019” OR “COVID-19” OR COVID19 OR “HCoV-19” OR 
HCoV19 OR CoV OR “2019 novel*” OR Ncov OR “n-cov” 
OR “SARS-CoV-2” OR “SARSCoV-2” OR “SARSCoV2” 

Fig. 1  PRISMA method used 
for the selection of articles for 
this study
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OR “SARSCoV2” OR SARSCov19 OR “SARS-Cov19” OR 
“SARS-Cov-19”)]. We have chosen a wide query to have the 
chance of carefully screening the content and the subject of 
each article.

2.3  Selection

Two authors (AARS and JDC) independently analyzed the 
titles and abstracts of the studies identified by the research 
strategy and confirmed the existing duplicates to remove 
them. Eligible studies were selected after reading the full 
text to compose this study. Figure 1 depicts the PRISMA 
flow diagram selection process.

Two authors (AARS and JDC) extracted data from the 
selected studies and other (ELMN) verified and ratified 
the information. The search in the databases resulted in a 
total of 5319 articles. Duplicated were disregarded and 620 
articles remained (Fig. 1). After reading the pre-selected 
studies, 587 were excluded after reading the full text due to 
the following reasons: (1) Did not present results of techno-
logical development of AI to be used by health area; (2) did 
not present epistemological aspects of AI; (3) The full text 
was not available; (4) not written in English or Portuguese. 
Therefore, the sample for this study consisted of 33 studies 
(Fig. 1).

In addition, we considered the Population, Intervention, 
Control, Outcome and Study Design (PICO) (Brunnhuber 
et al. 2006; Moher et al. 2009a, b) approach to design the 
study selection:

1. Population: AI-developed technologies;
2. Intervention: Potential application in the health area in 

the context of COVID-19;
3. Control: None taken into account;
4. Outcome: Development of technologies using AI tech-

niques;
5. Study design: Methodology with a focus for support in 

the context of COVID-19.

2.4  Results

The 33 articles selected for our study are related to three 
application areas of AI in healthcare area that could or 
are applied in the context of COVID-19: algorithm tech-
niques, robot development and epistemological approach, as 
depicted in Table 1. The next sessions will present a reflec-
tion on epistemological aspects of AI during the COVID-19 
pandemic, using this selection of articles as scientific basis.

3  Artificial intelligence versus COVID‑19

Artificial intelligence systems, which are composed of sci-
entific techniques used for the implementation of Expert 
Systems and Knowledge Based Systems are increasingly 
used and are very important in the health area. (DSouza 
et al. 2019). The area of Machine Learning and Deep Learn-
ing, which is a specificity within Artificial Intelligence, are 
being highlighted in the evolution of technology in health, 
especially in this period of pandemic because it is being 
used to assist in the prediction and diagnosis of COVID-19 
(Lalmuanawma et al., 2020).

In recent months, several AI applications have been 
developed and used to try to help combat Coronavirus: pre-
diction, prevention, treatment, detection, diagnosis, mortal-
ity projection, vaccine development, identification and track-
ing (Hussain et al. 2020; Kannan et al. 2020; PHAM et al. 
2020; Yu et al. 2020). According to (PHAM et al. 2020), the 
most important solutions of IA to combat the COVID-19 
pandemic are early treatment and prediction.

Moreover, in relation to the antiviral development pro-
cess for COVID-19, AI algorithms could be trained using 
data from the CORD-19 dataset and the results could then 
be used to track possible drugs that demonstrate efficacy in 
the treatment of COVID-19 (Ahuja et al. 2020). In addition, 
many AI algorithms extract information from scientific jour-
nals and help healthcare professionals estimate probabilities 

Table 1  Selected articles as a 
scientific basis for the reflection 
on the epistemological aspects 
of AI proposed in our study

Application of AI in healthcare Selected studies

Algorithm techniques Alanazi et al. (2017); Li et al. (2018); Al-Rubaie (2019); DSouza 
et al. (2019); Ahuja et al. (2020); Lin and Hou (2020); PHAM 
et al. (2020); Rasheed et al. (2020); Swapnarekha et al. (2020); 
Vaishya et al. (2020); Yu et al. (2020); Albahri et al. (2020); 
Bjerring and Busch (2020); Hussain et al. (2020); Kannan et al. 
(2020); Kulkarni et al. (2020); Lalmuanawma et al. (2020)

Robot development Kulkarni et al. (2020), Tolsgaard et al. (2020), Vaishya et al. (2020)
Epistemological approach Boden (1978); Rowell (1989); Prem (2010); Russo (2018); Vascon-

celos etal. (2018); Li et al. (2018); Al-Rubaie (2019); Schubbach 
(2019); Chin-Yee and Upshur (2019); Floridi (2019); Landgrebe 
and Smith (2019); PHAM et al. (2020); Schmetkamp (2020); 
Walmsley (2020); Hagendorff and Wezel (2020); Hauer (2020); 
Luciano (2020); Niet and Bleakley (2020)
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of specific diseases and suggest possible variations of the 
virus (Bjerring and Busch 2020).

In addition, AI robots have been used successfully in 
hospitals. Intelligent robots are being used to reduce the 
risk of healthcare workers’ exposure to the virus: they are 
being deployed to handle and dispose of waste in hospitals 
(Kulkarni et al. 2020). Also, many robots are being used in 
the teleservice area to assist patients regarding the symptoms 
and procedures that they should be aware of in relation to 
COVID-19 (Vaishya et al. 2020).

Furthermore, AI systems have the ability to self-learn 
from new knowledge about the virus, which means that the 
intelligent system can improve itself when new data are 
added to its knowledge base (Lin and Hou 2020). And this 
characteristic of AI systems has been fundamental in this 
time of the COVID-19 pandemic, where all information is 
urgent, there is a great need for information and quick results 
so that they can help health professionals and government 
officials to choose the best one direction to protect the popu-
lation against Coronavirus.

According to (Rasheed et al. 2020), AI systems have 
proved to be a highly versatile and powerful tool for manag-
ing coronavirus. However, while AI helps to track the data 
generated from the Coronavirus and that data are useful in 
predicting future outbreaks of this pandemic (Albahri et al. 
2020; Kulkarni et al. 2020), there are philosophical and epis-
temological issues that need to be properly discussed.

4  Epistemological aspects

The Coronavirus-19 pandemic had a direct influence on the 
global economy and, undoubtedly, in the health area. The 
technology of intelligent systems is extremely important for 
scientific development in the medical field, assisting in the 
development of medicines, new diagnostic support systems 
and equipment for monitoring and treatment of newly dis-
covered diseases/viruses. However, despite the urgency we 
have with the research results, it is important to reflect on the 
epistemological aspects of the overuse of intelligent systems 
in this pandemic period.

According to Piaget (Piaget 1970), “The problem of epis-
temology is to explain how real human thought is capable 
of producing scientific knowledge”. And considering the 
context of intelligent systems, Schmetkamp (Schmetkamp 
2020) argued that epistemological approach helps us to 
clarify whether we can empathize with AI.

4.1  Epistemological aspect: healthcare 
professionals × AI

We have to keep in mind that AI has the potential to improve 
the planning, treatment and notifications of patients with 

COVID-19 (Vaishya et al. 2020). Several studies have shown 
that the use of AI can greatly improve the quality and accu-
racy of prediction, control and research in this area. (Lal-
muanawma et al. 2020). However, due to the rapid increase 
in the amount of Coronavirus-infected patients in a short 
time, it becomes very difficult for the healthcare profes-
sional to complete the diagnostic process within an accept-
able time (Swapnarekha et al. 2020). For this reason, AI 
plays an important role in the area of image processing as it 
assists medical staff in diagnosing images in a record time 
(Swapnarekha et al. 2020).

On the other hand, the inclusion of AI systems in medical 
decision-making may seem like an epistemic loss in medical 
understanding about issuing diagnoses and exam analysis. 
Considering that AI systems are important and effective in 
making medical decisions, could these intelligent machines 
epistemically outperform human medical professionals?

According to (Bjerring and Busch 2020), AI systems are 
black box that have reliability, precision and knowledge. 
In the health area, this black box promotes greater preci-
sion and reliability in medical decision-making. Also, (Laat 
2020) argued that decision-making systems are increasingly 
present in our lives. However, Bjerring and Busch (2020) 
warned that the overuse and dependence on these intelli-
gent systems can have a high cost for health professionals: 
loss of understanding and medical explanation (Bjerring and 
Busch 2020). In this sense, (Niet and Bleakley 2020) stated 
that the black box of intelligent systems needs to be opened 
because AI can put health professionals in difficult situations 
by providing wrong solutions/diagnoses or with which they 
disagree. In addition, Vasconcelos et at (2018) warned that 
the use of black-box AI algorithms in all decision-making 
systems may have unpredictable consequences on people’s 
lives (Vasconcelos et al. 2018).

It is important to highlight that the ability to explain and 
justify clinical decisions is fundamental in clinical medi-
cine. According to Chin-Yee and Upshur (2019), providing 
reasons for clinical decisions or interpretations of a patient's 
illness is the primary epistemic responsibility of clinicians 
(Chin-Yee and Upshur 2019). Nevertheless, intelligent sys-
tems can assist medical professionals (Tolsgaard et al. 2020): 
there are ChatBots, where users describe patients’ symptoms 
and these systems inform possible diagnoses and even sug-
gestions for treatments.

Furthermore, on the epistemic side of the issue, there 
is a call for transparency of the internal content of these 
intelligent systems that make predictions and make deci-
sions (Walmsley 2020). But in the comparison between the 
human brain and the machine brain, we need to agree that 
the machine brain database was powered by a human brain, 
despite there are some differences between the mental abili-
ties of humans and the brain computers. Even though the 
powerful developments in the field of AI, brain humans are 
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superior to brain computers in some tasks, such as language 
creativity, intuition, visual recognition of complex contexts, 
etc. (Hagendorff and Wezel 2020). AI theory can reproduce 
only a small part of human computational skills (Boden 
1978).

We must always remember that the black-box knowledge 
base of an AI system was provided by a human and that the 
decision rules were also designed by a human. Therefore, a 
wrong solution provided by an intelligent system may have 
been created by a human being, because the algorithms 
that design the artificial intelligence of a machine are also 
designed by a human being. Considering this epistemo-
logical information, one question is: would a wrong result/
diagnosis provided by an intelligent system be only machine 
responsibility? We know that the responses of an intelligent 
system will be exactly what a human programmer designed 
for the functioning of this AI system (Schubbach 2019). But 
the fact is that the human being in the face of the wrong 
result of a machine must have the necessary knowledge to 
recognize the error of an intelligent system.

Given this context, a pertinent question is: how will the 
use of AI systems in medical decision-making address good 
healthcare practices? Also, since AI systems have effective 
results in the medical field, will medical professionals have 
an epistemic obligation to trust and use AI systems in medi-
cal decision-making?

In summary, we should consider that, in times of pan-
demic, rapid results are essential and necessary. And AI 
systems are fast, useful and effective in this regard. But the 
main concern is the possible dependence of medical profes-
sionals on the results of an intelligent system. If for some 
reason the place does not have AI systems available for diag-
nosis, the health professional needs to be able to establish 
all the necessary reasoning to provide the diagnosis to the 
patient. And also know how to recognize when an AI system 
provides a result that may not reflect the true clinical status 
of the patient.

4.2  Epistemological aspect: real data × AI

Another epistemological aspect concerns the data that are 
used by the intelligent system to execute its algorithms and 
provide the results. For intelligent systems to work prop-
erly, they need their knowledge base to be populated with 
real patient information. According to (Swapnarekha et al. 
2020), the following data types were used in research on 
prediction, classification and forecasting of COVID-19: (a) 
Clinical data: information on daily positive cases, total num-
ber of patients recovered per day and the mortality rates in a 
country; (b) Online data: data available from online sources; 
(c) Biomedical Data: medical images such as Computed 
Tomography or X-ray.

Unquestionably, patient data and clinical information 
must be used by an AI algorithm to produce machine intelli-
gence (Li et al. 2018; Al-Rubaie 2019). In addition, biomedi-
cal data are obtained using sensors connected to the patient’s 
body (electromyographic, electroencephalographic signals, 
galvanic skin response, temperature, respiratory rate, etc.) 
(Swapnarekha et al. 2020). According to (Hagendorff and 
Wezel 2020), personal data can help and is often essential, 
as software engineers need to populate the database of an 
AI system in order for it to be reliable and work properly.

When talking about patient data, it is valuable to think 
about privacy. According to (Russo 2018), privacy problems 
of personal data are generated by all digital technologies and 
it is not an exclusive concern with intelligent systems. This 
theme refers to changes in ontological and epistemological 
thinking and with ethical implications (Russo 2018). In con-
trast, the author (Luciano 2020) remember that the protec-
tion of personal data is not an insoluble problem, as it would 
be feasible for an intelligent system to use anonymous data, 
recorded only on the cell phone that would be used exclu-
sively to send alerts in case of contact with people infected 
with Coronavirus.

In addition, privacy techniques for AI systems already 
exist. These techniques use cryptographic approaches to 
protect private data when testing or training an AI algo-
rithm (Al-Rubaie 2019). One of the main ideas of AI pri-
vacy approaches is to learn a rule from a data set without 
revealing much about a single individual (Li et al. 2018). 
Unfortunately, not all AI systems have techniques to protect 
private data.

Nevertheless, privacy policies are another issue as they 
could help data owners specify what data are being shared, 
who would use the data and for what purposes (Al-Rubaie 
2019). Even with the need for real data processing from 
AI systems in the Coronavirus pandemic, a privacy policy 
could give the patient a chance to choose whether or not to 
participate in the knowledge base of an intelligent system 
and decide which data they would like to use and share to 
contribute to improving research against a particular disease.

5  Discussion

Based on the selected articles depicted in Table 1, we pre-
sented a reflection on epistemological aspects of AI that 
require attention during the COVID-19 Pandemic. However, 
the focus of this article is not to indicate new directions 
of AI, but to warn against overuse in relation to AI tech-
nologies (Bjerring and Busch 2020). This specific issue is 
high important not only for health professionals, but for the 
whole society. Thus, the scientific contribution of our paper 
is about reflecting on society’s dependence and need on AI 
technologies. This is a significant epistemological aspect 
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of science, to which society needs to start evaluating, dis-
cussing and understanding the best way to deal with AI not 
only at the present moment but in the very near future, in 
accordance with the remarks of (Makridakis 2017) about AI 
revolution in the coming years.

Faced with all the reflection we have presented in the 
previous sessions, we must be mindful that AI technologies 
are useful and greatly assist in the control and diagnosis 
during the Coronavirus pandemic, as demonstrated by (Hus-
sain et al. 2020). According to the studies of (Awwalu et al. 
2015; Hamet and Tremblay 2017) the use of AI techniques 
in medicine is important for accuracy in disease discovery, 
treatment and drug delivery. However, we need to empha-
size that AI systems should be cognitive co-agents to assist 
human intelligence and not compete with it or even replace 
it (Jarrahi 2018). In line with the studies of (Horn 2001; 
Varlamov et al. 2019), AI systems are essential tools to assist 
the healthcare professional find a comprehensive picture of 
the patient’s situation.

Moreover, the epistemological aspect of AI of assisting 
human intelligence also makes us reflect on how society 
is holding out all hope of replacing the work of a human 
being in AI, whether for a diagnosis, recognition etc. As we 
discussed in the previous section, AI is programmable by 
humans and the knowledge of an AI technology is also cre-
ated by humans (Korteling et al. 2021). Therefore, diagnoses 
produced by AI, like those produced by humans, can also be 
erroneous or misleading in their results. In that context, it is 
essential to be careful with outcomes from AI technologies: 
they should assist us and not alienate us and prevent us from 
exercising human reasoning. In line with the statement of 
(Kundu 2021), healthcare professionals expect AI systems 
to help them enhance rather than replace their capabilities.

Furthermore, despite all the relevance for the health area 
and assistance in numerous applications to combat the pan-
demic, the use of patient data is also a worrying factor (Li 
et al. 2018; Al-Rubaie 2019). Whether for research purposes 
or to feed the database of AI systems, the use of this data is 
necessary but we need to discuss more about transparency 
and authorization for the use of this data, whether personal, 
clinical or biomedical, as has pondered (Stahl and Wright 
2018) on privacy and data protection in AI systems.

Nevertheless, what we actually have now are healthy 
questionings, concerns and discussions regarding the use 
and applications of AI systems. The benefit that these sys-
tems have already added to research and society is unques-
tionable. But we have to keep discussing and understand-
ing the dynamics of society's relationship with AI systems. 
According to (Dignum 2017), AI systems will be taking 
decisions that affect our lives and our way of living in many 
different levels. The fact is that in the near future these sys-
tems will be increasingly embedded and integrated not only 
in the healthcare area, but in all sectors (Makridakis 2017). 

Therefore, society needs to prepare itself to be able to get 
the best out of these AI systems, but not be totally depend-
ent on them.

6  Challenges and future

Despite all the benefits that AI can bring to us in the Coro-
navirus pandemic, we need to keep in mind some of the 
inherent epistemological issues of these systems: accuracy 
of prediction and necessity of advance intelligent systems on 
symptom-based identification of COVID-19 (Kannan et al. 
2020; Alanazi et al. 2017). In contrast, AI systems can have 
faults or erroneous results, which can lead to serious risks, 
depending on the technological context in which the applica-
tions are used (Hagendorff and Wezel 2020).

We have to recognize that AI has shown its potential in 
the battle against the COVID-19 pandemic. However, there 
are some epistemological challenges: there are no standard 
data sets for training the knowledge base and no privacy 
policy (Rowell 1989; Floridi 2019; Landgrebe and Smith 
2019; PHAM et al. 2020; Walmsley 2020). Furthermore, 
there is no definition as to the excessive use of AI systems 
for diagnosis in the medical field.

Another epistemological challenge is the participation of 
a team of experienced experts to help define the behaviour of 
an intelligent system, thus avoiding error-prone data inter-
pretation (Hauer 2020). However, despite the great poten-
tial of AI systems for diagnosis and treatment, they are not 
yet able to replace complex aspects of clinical care, such as 
intuition and clinical perceptions. Even so, the health profes-
sionals must learn to use AI systems without decreasing the 
ability to make their own evaluation of patients (Niet and 
Bleakley 2020).

Moreover, the epistemological reflection on the applica-
tions of AI that we presented in this article is also relevant to 
society in general. Considering that AI systems will increase 
more in the near future, society needs to start discussing 
harder about the benefits, impacts and the damages that 
the implementation of these systems may introduce in peo-
ple's lives. Based on these discussions, it will be possible 
to design strategies to know how to deal and coexist in the 
best possible way with AI technologies.

Finally, researchers in general have to consider a new 
epistemological challenge: the practice of empathy, not only 
with intelligent robots, but also with humans (Prem 2010; 
Schmetkamp 2020). AI systems can conflict with the values 
and ideals of medical practice in various situations. We need 
to empathize to understand that sometimes there may be a 
reason for medical professionals to dispense with the use of 
AI systems and think critically, making their own decisions 
(Bjerring and Busch 2020). In this period of the Coronavi-
rus pandemic, perhaps one of the biggest epistemological 
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challenges really is to empathize with the choices and work 
of the professionals who are working exhaustively in the 
battle against this new virus.
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