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Quiality assurance (QA) of an intensity-modul ated radiation therapy (IMRT) planis
more complex than that of a conventional plan. To improve the efficiency of QA,
electronic portal imaging devices (EPIDs) can be used. The major objective of the
present work was to use acommercial treatment planning system to model EPID
response for the purpose of pre-treatment IMRT dose verification.

Images were acquired with an amorphous silicon flat panel portal imager (aS500:
Varian Medical Systems, Palo Alto, CA) directly irradiated with a 6-MV photon
beam from aClinac 21EX linear accelerator (Varian Medical Systems). Portal images
were acquired for avariety of rectangular fields, from which profiles and relative
output factors were extracted. A dedicated machine model was created using the
physics tools of the Pinnacle® (Philips Medical Systems, Madison, WI) treatment
planning system to model the data. Starting with the known photon spectrum and
assuming an effective depth of 7 cm, machine model parameters were adjusted to
best fit measured profile and output factors. The machine parameters of a second
model, which assumed a0.8 MeV monoenergetic photon spectrum and an effective
depthinwater of 3cm, were also optimized. The second EPID machine model was
used to cal culate planar dose maps of simple geometric IMRT fieldsaswell asa9-
field IMRT plan developed for clinical trials credentialing purposes.

The choice of energy and depth for an EPID machine model influenced the best
achievable fit of the optimized machine model to the measured data. When both
energy and depth were reduced by a significant amount, a better overal fit was
achieved. In either case, the secondary source size and strength could be adjusted
to give reasonable agreement with measured data. The gamma eval uation method
was used to compare planar dose maps cal cul ated using the second EPID machine
model with the EPID images of small IMRT fields. In each case, more than 95% of
points fell within 3% of the maximum dose or 3 mm distance to agreement. These
results are dlightly poorer than those obtained using an ion chamber array, which
confirms agreement to within 2% of the maximum dose or 2 mm distanceto agree-
ment for all pointswithin thesefields.
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. INTRODUCTION

Recent improvementsin the contrast and resol ution of electronic portal imaging devices (EPIDs)
have made them an increasingly important component of current medical linear accelerators. In
addition to their use for patient positioning, significant efforts have been made by various
groupsto use EPIDsfor dose measurement for the purpose of quality assurance (QA) of treat-
ment plans,4 invivo dosimetry,>8 positioning verification for multileaf collimator compensator
thickness,(") and in situ dosimetry.® Modern amorphous silicon EPI Dsaretypically characterized
by ease of set up, 12- to 16-bit grayscale depth, and submillimeter pixel separation. Prototype
versionsof amorphoussilicon EPIDs have been devel oped for the measurement of commissioning
datafrom alinear accelerator.®

Sincethese devices became available, serious efforts have been madeto extract accurate dosi-
metric information from them. For acommercial EPID, the signal produced in the hydrogenated
amorphoussilicon matrix has been found to be stable and approximately proportional to dose.(10-13)
But because EPI Dswere primarily designed for localizationimaging, severa problemsmust be over-
cometo facilitate dose measurement.

First, theresponse of the EPID with field sizeis not water-equival ent, which posesaproblem for
direct dose conversion. This problem has been extensively studied and accounted for by several
investigators by either measuring or modeling the scatter kernel and glarekerne of the EPID.(12-15)
An EPID’s pixel elements are known to over-respond to low-energy photons.(16-18) This over-
response is attributed to enhanced photoel ectric interaction of low-energy photonsin the high
atomic number phosphor layer, resulting in a13% increasein responserelativeto central axisat
15 cm off-axiswhere the beam has agreater low-energy component. Thiseffect also reducesthe
EPID responseto radiation transmitted through closed multileaf collimator (ML C) leavesrelative
to an open beam by afactor of 1.28 at central axisbecause of beam hardening throughthe ML C.(19

Second, backscatter from components of the EPID support arm downstream from the detector
have been found to influence the signal by up to 5%.(20:21)

Third, amajor problem arisesfrom the automatic accounting of differentia pixel response of the
EPID. Individual raw pixels of the aS500 show differencesin sensitivity. An auto-correction pro-
cessinvolvesthedivision of raw imagesby theflood field (FF) image. This FFimageisacquired
with alarge open field, and all raw EPID images are divided by it before they are stored and
displayed. However, the division procedure overlooks the fact that an inherent beam profileis
present in both the raw image and the FF image and istherefore eliminated from the final stored
image. Furthermore, pixelsin variousregionsof the FF may seeadifferent photon spectrum, which
influencestheir relative response correction through their non-water-equivalent response. Both
effectsresult in acorruption of dosimetric response of the EPID. Various approachesare used to
overcomethis problem: for example, physically altering the FF to be uniform,®1121 or correcting
the EPID image using ameasured dose profile.(322 A fluence map deduced from the EPID image
can later be convolved with dose deposition kernels for a patient or water phantom, thereby
predicting the planar doseinside the patient or water phantom. (152324 Greer(® presented amethod
to measure off-axis response and to subsequently account for it by further processing.

A further issue pertains to the ghosting effects in the portal imager, which result from the
changein pixel sensitivity and imagelag in thereadout of signal. These effectsarisefrom thefact
that residual charge may betrapped in thebulk silicon matrix, possibly atering the electromagnetic
field and hencethe sensitivity of apixel.(2529)

In the present paper, we introduce anovel practical approach to IMRT plan verification. We
define EPID response asthe auto-FF and dark fiel d—corrected planar image arising from accumula-
tion of charge in pixel elements because of direct irradiation of the portal imager at a given
source-to—portal imager distance without the addition of an absorber in the beam. Thedecisionto
forgo the buildup layer was madefor the following reasons: the setup issimple, the EPID images
appear sharper, and no modificationsto maintenance and EPID QA procedures are needed. Our

Journal of Applied Clinical Medical Physics, Vol. 9, No. 4, Fall 2008



137 Khan et al.: An empirical model of electronic portal imager response... 137

approach involvesusing the physicstool sof acommercial treatment planning system (Pinnacle®:
Philips Medical Systems, Madison, WI) to create a dedicated machine model that, for agiven
source-to-surface distance (SSD) and assumed effective depth in water, yields the planar dose
distribution at the isocenter of an IMRT beam that matches the image acquired by the EPID
centered on the isocenter irradiated by the beam at the same SSD. The machine model param-
eters—energy, incident fluence profile, and secondary scatter source width and intensity—were
adjusted to best fit cal culated profiles and output factorsto those extracted from EPID images.

The model parameters of the dedicated EPID machine may not necessarily be regarded as
having physical meaning, but the ahility to fine-tune them at the commissioning stageto achieve
the best possiblefit with measurementsisof great benefit to aQA analysisbecause the detection
limit of errorsisminimized (in contrast to most other methods published in literature, which model
the physical EPID in aphysical beam spectrum in an effort to predict response). Furthermore, to
simplify itspractical implementation, thistechnique model sthe response of the EPID used without
additional buildup and with default imaging settings. M ost of the modeling approaches are based
on physical Monte Carlo modeling of the EPID or on empirical measurements.(2227) The work
presented here is focused on the modeling of EPID response using convol ution—superposition-
based treatment planning softwarein amanner similar to that seen in thework of Van Esch et a.,®
except that here, the existing water convolution kernelswere used, whereasin the work of Van
Esch, they were replaced with the EPI D response function. Thework of Van Esch and colleagues
also reportson the effects of ghosting and imager saturation. These effectsare equally relevant to
our work, but are not reported here. We report the devel opment of an empirical EPID machine model
in Pinnacle® and thetesting of the model against EPID imagesof IMRT test patternsand of fields
fromaclinical triasphantom benchmark plan.

[I. MATERIALS AND METHODS

A. Measurements for EPID commissioning

All measurementswere performed using an amorphoussilicon aS500 EPID (Varian Medical Sys-
tems, PaloAlto, CA) supported by the Exact Arm (Varian Medical Systems) centered onthe machine
isocenter. A 300 monitor units (M Us) per minute 6-MV photon beam wasused for irradiation. The
EPID was operated in IMRT mode (0 syn delay, O reset frames, 9996 frames average) using Portal
Vision client softwarever. 7.3.10, IAS2 softwarever. 6.1.11, and amodel IDU-11 detector. Inthis
mode, the EPID performssignal readout from individual pixelsframeby frameuntil thebeamis
turned off. A frameisasinglereadout of thewhole matrix of 512 x 384 pixels. Theintegrated IMRT
acquisition mode results in a single image that is the sum of al frames acquired during beam
delivery, divided by the number of frames. Portal images were acquired for various field sizes
defined by jawsand ML Cs(Table 1). The datawere processed using ImagelJ, a Java-based public
domain image processing software application developed at the Nationa Institutes of Health
(http://rsb.info.nih.gov/ij/index.html). In-plane and cross-plane profilesthrough the central axis
were both extracted from theimage. From theimage of agivenfield, the central axisresponseis
determined from the mean grayscalevalue of the central 9 x 9 pixels. Averaging over this (approxi-
mately) 7-mm square reduces the effect of pixel sensitivity variation. Output factor (OF) was
calculated astheratio of mean grayscalefor agivenfield tothat of a10 cm squarereferencefield.
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TasLE 1. Fields used for modeling electronic portal imaging device (EPID) response in Pinnacle®, expressed as a
single dimension for square shapes or as width by length for rectangular shapes

Jaws (cm at isocenter) MLC (cm at isocenter)
1,2 35,8, 10, 15, 18, 20, 25, 28 Parked
10 1235638

6x1,6x26x%x3,4%x3,4%x2,3x6,3x4,3x2

3%x1,2%x6,2%x4,2x3,2x1,1%x6,1x3,1x2
20 10, 15, 18, 18 x 10, 15x 6, 15x 3,10 x 18, 10 x 4

6x15,4x%x18,4x10,3%x5

10 (offset 5 cm cross-plane)

B. Pinnacle modeling

A Pinnacle? (ver. 7.4f) radiation therapy planning system was used to mode! the EPID response.
The convolution—superposition algorithm used in Pinnacle? is based on the work of Mackie et
al .(2829) gnd Papanikolaou et a.(9 For incident energy fluence, the algorithm calcul ates total
energy released per unit mass (TERMA) in the medium, whichis subsequently convolved with the
energy deposition kernel to compute dose in the medium.® Using Imagel, in-plane and cross-
plane profilesand OFswere extracted from EPID images of thefield geometriesset outin Table 1.
The profileswerethen imported into Pinnacl €® with the depth in water set to 7 cm. (Oncethe EPID
profilesareimported, the assigned depth in water isnot aparameter that can bevaried.) Thechoice
of 7 cm as the depth was based on observations of our own and those of others\? that variation
in EPID central pixel response asafunction of field size approximatesthat of anion chamber at
between 5 cm and 10 cm depth in water. Preserving thisvariation inthemodel isimportant if IMRT
segmentsof various sizesareto sum with correct relative magnitude.

Theclinical machinemodel of aVarian 21EX 6-MV photon beam wasused asastarting point for
thismodel (henceforth called PinEPID7). The adjustable model parameterswere energy spectrum,
radial fluence profile, primary source size, secondary source size and strength, jaw and MLC
transmission, and electron contamination. In contrast to the work of Van Esch et al.,(® our work
withthe physicstoolswithin Pinnacle® did not providethe ability to replacethe scatter kernel with
the doseresponse function for the EPID. The clinical beam photon spectrum wasretained for the
PinEPID7 model. All other model parameterswereiteratively adjusted until abest fit with measured
profiles and output factors was achieved. A second model (PinEPID3) was created in which the
water-equivalent depth of the measured EPID profileswastaken to be 3cm while preserving the
same source-to-detector distance of 100 cm. In this geometry, aclinical beam photon spectrum
does not model the observed variation of EPID response with field size. At shallow depths, this
variationisbetter fitted using lower photon energy. A monoenergetic beam was used becausethe
model must reproduce the EPID response only at the singlefixed depth of irradiation.

Oncethe depth and energy of the PinEPID3 model were selected, the other model parameters
wereagain iteratively adjusted to achievethe best fit to the measured profilesand output factors.
The sensitivity of thismodel to the choice of depth and energy wasevaluated by altering either the
modeling depth by +1 cm or the energy by +0.2 MeV. The atered model swere compared with the
original intermsof how well they fit the measured profiles (Fig. 1) and output factors (Fig. 2).

The raw data saved by the imaging acquisition system represents the imager response per
frame. Thisresponse may be calibrated to adoseif the number of acquired framesisknown. This
number can be determined by examining theimage propertiesusing Portal Visiontools. However,
the number of frames could not be deduced from the raw datafile alone during the post-processing
step. Each measured profilewastherefore renormalized to fit the corresponding cal culated profile
at the central axis(Figs. 3—6). Absolute calibration of the EPID, while straightforward, hasnot been
implementedinthiswork.
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Fic. 1. Percent error in computed minus measured profiles normalized to central axis plotted as a function of off-
axis distance (in cm). The curves correspond to the PinEPID3 model and the models derived from it by altering
either the modeling depth (PinEPID2 and PinEPID4) or machine energy (PinEPID3+ and PinEPID3-) as
explained in the text. The dose error peaks to about 15% at the field edge because of the large dose gradient there.
Nevertheless, the distance to agreement in this neighborhood is within about 2 mm.
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Fic. 2. Ratios of computed-to-measured output factors normalized to unity for a 10-cm square field plotted as a
function of equivalent square field size. Calculations use the PinEPID3 model and the models derived from it by

either increasing or decreasing the modelling depth by 1 cm (PinEPID4 and PinEPID2 respectively) or by
increasing or decreasing the machine energy by 0.2 MeV (PinEPID3+ and PinEPID3- respectively).
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Fic. 3. In-plane profiles normalized to unity at Y| = 0, comparing the PinEPID3 and PinEPID7 model results with

electronic portal imaging device (EPID) measurements for a well-shaped intensity-modulated radiation therapy
test pattern.
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Fic. 4. Cross-plane profiles normalized to unity at XC = 0, comparing PiInEPID3 and PiInEPID7 model results with

electronic portal imaging devices (EPID) measurements for a step-wedge-shaped intensity-modulated radiation
therapy test pattern.
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Fic. 5. In-plane profiles (normalized to unity at a point in the large dark region of the inset image) comparing
measured with modeled data for beam 6 of the RPC phantom (Radiological Physics Center: M.D. Anderson,
Houston, TX) plan. Measurements made with the I’'mRT MatriXX (IBA Dosimetry, Schwarzenbruck, Germany)
and with the electronic portal imaging device (EPID) are compared with planar dose calculations using the
commissioned Pinnacle model and the Pinnacle EPID model respectively.

C. Testing the EPID model

Step-and-shoot IMRT test patternsresembling awell, step-wedge, tower, and checkerboard were
planned and delivered with the EPI D positioned at isocenter. For each field, the EPID wasirradiated
to 200 MUswith adoserate of 300 MU/min. To calculatethe EPI D image, theclinical machinewas
replaced with the PinEPI D3 or PinEPI D7 machinemodel. Thisreplacement must be done by run-
ning aUNIX script outside of the planning system so asto retain the planned leaf segments (which
would otherwise bereset if the machine wereto be changed within the plan).

Totest thetwomodds, planar doseswere computed at adepth of 3cm (97 cem SSD) and 7.cm (93¢cm
SSD) for each beam. The dimensions of the dose plane were chosen to match those of the portal
imagesacquired at aplaneintersecting theisocenter with the EPID: 512 x 384 pixelswith 12.8 pixels
per centimeter over an area of 40 x 30 cm?2. Figs. 3 and 4 show a relative comparison between
measured EPI D images and the planar dose maps computed using the EPID modelsfor 2 of the4
test patterns. A one-dimensional chi-square test was used to eval uate the model fit to the EPID
measurements. The y2 score was eval uated according to method described by Presset al., (b

22 (EPID, — PinEPID, )*
2 _ i i

i=1

where EPID, and PinnEPID; are, respectively, thevaluesof theith pixel of the acquired and cal cu-
lated image normalized to the cal culated val ue at the central axis.
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D. IMRT plan verification

A 9-beam step-and-shoot IMRT treatment plan was designed for an RPC (Radiological Physics
Center: M.D. Anderson, Houston, TX) head phantom with a6 MV 21EX accelerator model in
Pinnacle? for the purpose of clinical trial credentialing. Beforeirradiation of the phantom, atwo-
dimensional ion-chamber array, I'mRT Matri XX (IBA Dosmetry, Schwarzenbruck, Germany), was
irradiated at 100 cm source-to-axisdistance with 5 cm polystyrene buildup. Thedosefor each beam
was recorded and evaluated against the Pinnacle-cal culated planar dose map using the digital
gammaeval uation algorithm within the OmniPro-I'mRT software. The plan wasalso delivered at
300 MU/mintothe EPID positioned at isocenter, and planar imageswere acquired for each beam
separately. Asdescribed in the preceding subsection, the Varian 21EX machine model wasreplaced
with the PinEPI D3 machine model, and the planar dose mapswere computed for eachfieldat 3cm
depth (97 cm SSD) of water. Representativere ative profilesare plotted in Figs. 5 and 6, which show
thetypical range of modulation foundin IMRT fields. A rel ative comparison between the measured
and computed images was done by normalizing the measured imageto the calculated value at a
point within auniform high-doseregion of thefield and then using agammaeval uation technique
implemented in-house.®? For the gammaeval uation, acriterion of 3% of maximum dosedifference
and 3 mm distance to agreement was applied to generate the gamma map. The OmniPro I’'mRT
software was used to compare cal culated and measured planar doses. Here, the digital gammatest
wasapplied to al pointsregistering greater than 10% of the maximum dose.
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Fic. 6. Cross-plane profiles (arbitrarily normalized for best fit) comparing measured with modeled data for beam 9
of the RPC phantom (Radiological Physics Center: M.D. Anderson, Houston, TX) plan. Measurements made with
the I'mRT MatriXX (IBA Dosimetry, Schwarzenbruck, Germany) and with the electronic portal imaging device
(EPID) are compared with planar dose calculated with the commissioned Pinnacle model and the Pinnacle EPID
model respectively.

1. RESULTS

A. Model optimization

Certain parameters were straightforward to fit because they affected only certain aspects of the
profile shape. Electron contamination wasturned off, and theincident fluence profilewas adjusted
to matchthein-field portion of the 28-cm square-field profile derived from the EPID image. Incident
fluence variation with off-axis distanceis plotted for both modelsin Fig. 7.

Journal of Applied Clinical Medical Physics, Vol. 9, No. 4, Fall 2008



143 Khan et al.: An empirical model of electronic portal imager response... 143

) ] 1 I ¥
112} , . .
110l . o
— - L |
3 1.08f _ .
‘u-; | m PinEPID3
& PinEPID7
2 108l . e §
3 L]
= o [ |
E 1.04 F . .
.E L ™ -
£ 102k . -
toop® """ .
i 1 i 1 L i i | i L
0 5 10 15 20 25
Radius {cm)

Fic. 7. Relative incident photon fluence profile used for the PinEPID3 and PinEPID7 models, plotted in arbitrary
units.

Theprimary sourcesizehasonly asmal effect onthe dopeof the penumbra, but it wasminimized
to achieve as steep a penumbra as possible. Jaw transmission was reduced relative to the clinical
model to lower the cal culated output factor for very small fields. Because most IMRT segmentsare
collimated with ML C leaves, theleaf transmission wasincreased to boost the dosein the profiletails,
and theleaf radiuswas dightly reduced to increase the rounding of the profile shoulder.

Theenergy and the secondary scatter source size and strength had the greatest effect on thefit
of themode . Variation in any of these parameters affects profilesand output factorsalike. Themain
challenge wasto model the relatively large measured variation in phantom scatter factor (which
suggests adepth of about 7 cm), while at the same time modeling the sharp drop-off of dose out-
of-field in the measured profiles (which suggests amuch shallower depth). Thesetwo objectives
tendto conflict. The PiInEPID7 model (which was based on the clinical machine spectrum) yielded
profiles with shoulders that were too rounded. Correcting for these shoulders by reducing the
scatter source magnitude resulted in poor agreement with measured output factor variation with
fiddsze

Thesecond model, PinEPI D3, took advantage of shallow depth and lower energy to sharpenthe
profile penumbrafor the same scatter source size and strength. A depth of 3cm and energy of 0.8 MeV
moreclosely fit the measured data. The selected energy isnot truly an optimized value. Thethree
parameters of energy, scatter source size, and scatter source strength are not independent with
respect to their influence on profile and output factor variation. Starting with the scatter source
parametersof theclinica machinemodel, theenergy wasadjusted to give the best agreement withthe
measured profile shoulders and output factors. The secondary source parameters were then fine-
tuned to get the best overall fit to the measured data. Agreement between measured and computed
profileswith the PinnEPI D3 model wasdlightly improved over the PinEPID7 model. Theagreement
between model ed and computed output factorswasa soimproved for smaller fields (Fig. 8).

Other combinations of energy and depth may also result in acceptable model s once secondary
scatter source size and strength are optimized. However, at higher energy or shallower depth, the
output variation with field sizefor larger fiel dstendsto be lessthan that observed from measure-
ment; at lower energiesand greater depths, it tendsto be greater than the variation observed from
measurement. Thisdifferentia isillustrated in Fig. 2, inwhich themodeling depth and energy of the
PinEPID3 modéd arevaried whilethe other modeling parameters are kept constant.
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This variation also has an effect on the calculated profiles. Fig. 1 shows the percent error
between computed and measured profiles of a6 x 15-cm ML C collimated field normalized to the
beam central axis. AsinFig. 2, the profilesare cal culated using the PinEPI D3 model or thosederived
fromit by altering either the modeling depth by 1 cm (PinEPI D2 and PinEPI D4) or theincident
photon energy by £0.2 MeV (PInEPID3+ and FinEPID3-). Itisevident from Fig. 1 and observedin
general that themodels corresponding to shallower depths or higher energy have profile shoulders
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Fic. 8. Output factors from the measured EPID image (filled triangles), and a PinEPID model computation (filled
squares) plotted as a function of field size. The output correction factors, OF, (filled circles), are the ratios of
measured-to-computed output factors; they equal unity in an ideal case. (a) Data for the PinEPID7 model. (b)
Data for the PinEPID3 model.
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that aretoo squarejust within thefield edge with dosefalling too quickly outsidethefield. Onthe
other hand, the model s corresponding to greater depth or lower energy have profile shouldersthat
aretoo rounded within thefield with tail sthat do not fall rapidly enough just outsidethefield edge.
Notethat, although the absolute error islarge near thefield edgeat 7.5 cm, the distance to agree-
mentiswithin2 mmfor all pointsinthe high gradient region of the profile. Thelargest error (about
2%) occursintheregion of the profile under the ML C. For the PinEPID3 model, the maximum in-
fielderrorislessthan 1.3% at 7.1 cm from the central axis. Beyond that point, the gradient becomes
steep, resulting in amaximum distance to agreement of about 1 mm. Under the ML C, theprofiles
agree to within about 1.5%; under the jaws, the agreement is within about 2%. This level of
agreement is consistent for al of the profiles used to devel op the model, provided that the mea-
sured profilesare symmetric about the central axis.

Table 2 summarizesthe parametersthat were found to best fit the measured profileand relative
output factor datafor the both PinEPID3 and PinnEPI D7 machine models.

TasLE 2. Pinnacle® optimized 6 MV parameters for a Varian 21EX linear accelerator? (21EX), an electronic portal
imaging device (EPID) model for 7 cm depth (PinEPID7), and an EPID model for 3 cm depth (PinEPID3)

Parameters 21EX PinEPID7 PinEPID3
Source size

X (cm) 0.04 0.01 0.01

Y (cm) 0.04 0.01 0.01
Secondary source

Gaussian height (cm) 0.08 0.1 0.1

Gaussian width (cm) 1.4 1.7 1.7
Jaw transmission 0.007 0.0011 0.002
MLC transmission 0.015 0.015 0.018
Rounded leaf tip radius (cm) 6.5 6 6
Energy Modified Modified 0.8 MeV

Mohan spectrum Mohan spectrum

2 Varian Medica Systems, Palo Alto, CA.

B. Model evaluation

The profilescomputed from the PinEPID7 model agreed with the measured EPID profilesto just
within the VanDyk(®? criterion (which iscommonly used to eval uate atreatment planning model);
those computed from the PinEPID3 model passed the criterion somewhat more easily. Asshownin
Fig. 8(a), computed output factorsof the PINEPI D7 model deviated from measurementsby up to 7%
for thesmallest field, but otherwi sethe agreement waswithin about 2%. The output factorscomputed
fromthe PinEPID3 model [Fig. 8(b)] agreed with those measured towithin 2% for al field sizes.

Figs. 3 and 4 show relative EPID response profiles computed using the two EPID models
PinEPID3 and PinEPID7 plotted with the EPID measurementsfor 2 of the4 IMRT test patterns. In
al 4IMRT test patterns, both model sfulfill the gammacriterion; however, asindicated in Table 3,
higher 2 scoresresulted for PinEPID7 than for PINEPID3. The superiority of PiINEPID3 resulted in
subsequent comparisons considering only thelatter model.

A 9-beam IMRT plan for aRPC head phantom was verified using the process set out in Section
I1.D. Representative profilesplotted in Figs. 5 and 6 for 2 of the beams show good agreement with
the EPID measurements. The gammaeval uati on histograms calcul ated for all 9 beamsindi cate that
95% of al points passthe preset criterion of 3% dose or 3 mm distanceto agreement for each beam.
Fig. 9 shows representative histograms for beams 6 and 9. For comparison to I’'mRT MatriX X
results, the datawere reanalyzed using the OmniPro software with the same dose and di stance-to-
agreement criterion, but with a10% of maximum dosethreshold. By selectively renormalizing the
data, the percent of pixels passing the digital gammatest for beam 6 was 99.4 for the EPID as
compared with 99.1 for the MatriX X, and the percent for beam 9was 99.5 for the EPI D ascompared
with 100 for theMatri X X.
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TasLe 3. Comparison of y? scores corresponding to the fit of the PiNnEPID7 and PinEPID3 models to electronic
portal imaging device (EPID) measurements for each of the four intensity-modulated radiation therapy test
patterns analyzed

Test pattern PinEPID3 PinEPID7
Tower 1.1 3.1
Well 3.0 5.1
Step-wedge 1.1 8.1
Checkerboard 3.6 9.0
(a) 0.30 d I - T " T ¥ I ¥ T T I v I
o5 | RPC Beam 8; 97.5% passes gamma |
' Mean = 0.60

W

_g 0.20

Q.
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0.2 0.4 0.6 0.8 1.0 1.2 1.4

Gamma indices

(b) T T T T T T T T T T T T d T
0.20 RPC Beam 9; 95% passes gamma
Mean 0.45

0.15

0.10

Frequency(% of pixels)

0.05

0.00

0.2 0.4 06 0.8 1.0 1.2 1.4
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Fic. 9. Histograms of gamma indices for (a) beam 6 and (b) beam 9 of the RPC head phantom (Radiological Physics
Center: M.D. Anderson, Houston, TX). A criterion of 3 mm distance to agreement and dose difference of 3% of
maximum dose was used in the evaluation procedure.
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V. DISCUSSION

A limitation of thistechniquefor QA of IMRT fieldsisthat it doesnot verify theclinical calculation,
becausethe clinical machineissubstituted by the EPID machine. Thistechniqueverifieserrorsin
delivery only; other meansarerequired for verifying the calcul ation.

With regard to the FF correction, our version of Portal Vision did not include a dosimetric
workspaceinwhich the beam profile correction isautomatically applied. Thisstep could have been
performed as part of our own image processing, but we choseinstead to model the flattened beam
profilesrecorded by the EPID, which does not contain horns because of the auto FF correction.

Although the physical characteristics of the EPID are well understood, they could not be
directly incorporated into our model, which treats the EPID as water-equivalent. At all but the
shallowest depths, thefaloff inthe open beam EPID profileismorerapid thanthat inaclinical beam
in water. At shallow depths, however, the shoulders of the EPID profile are more rounded than
those of theclinical beam. The sharper profilefalloff for the EPID ascompared with anionization
chamber inwater ispartly aresult of the higher aS500 EPID pixel resolution (0.781 mm per pixdl as
compared with atypical ion chamber diameter of about 4 mm) and partly aresult of the smaller
physical depth for the given water-equiva ent depth of 8 mm (specified by the vendor). The higher
tails arise most probably because of over-response to low-energy photon scatter in the EPID.
Other authors™ have shown that the rapid falloff in the penumbraregion of the profilesisaresult
of the difference between the scatter kernel of water and that of the EPID and to the glare kernel of
the EPID. The higher resolution of the aS500 as compared with anion chamber isadvantageousfor
measuring doses in sharp dose gradients and in penumbra regions because its small size means
that itisnot proneto partial-volume effects.

Thescatter characteristics of an EPID ascompared with water for a6 MV beam also influence
output factor variation with field size. Matching computed and measured output factorsisimpor-
tant, because Pinnacle® applies a single equivalent square—based output factor correction, OF,,
calculated from the ratio of computed to measured output factors. The OF  depends only on the
fixed jaw positions and not on the ML C positions, which are varied during segmented IMRT
delivery, causing acorresponding variation in phantom scatter factor. For the PinnEPID3 model,
OF_ waslessthan 1% for al clinically relevant fields [Fig. 8(b)], recognizing that, in practice,
segments of equivalent squares less than 3 cm or greater than 22 cm are disallowed. The small
magnitude of this correction indicates that the phantom scatter factor variation with ML C colli-
mated field sizeisaccounted for in the model to within about 1%.

Rather than correct the EPID image with the beam profile, we used aradial photon fluence
correction (plotted in Fig. 7). Thisapproach necessitates the alignment of the beam central axis
withthe EPID center whenimaging (towithinafew millimeters) to reproduce the geometry when FF
was acquired. Theradial fluence correction playsthe sameroleastheradia dose profile correction
commonly used by others.

Themodest improvement seen with the PinEPID3 model over the PiInEPID7 model suggeststhat
any number of assumed depths can lead to acceptable model sonce model parametersare suitably
adjusted. The limited success of the PinEPID7 model islikely aresult of 7 cm being too deep.
However, no attempt was made to adjust the energy spectrum for thismodel, and so the possibility
of improving thefit by that means cannot be excluded. On the other hand, PinEPI D3 was devel oped
by first choosing a reasonable modeling depth and then adjusting the EPID machine modeling
parametersto obtain the best fit with the measured data. The alternative approach of starting with
the clinical machine’'smodel ed photon spectrum and then adjusting the modeling depth and other
parametersislogistically more cumbersometoimplement because modeling depth isnot aparam-
eter that iseasily adjusted. Asshownin Figs. 1 and 2, varying either the incident energy or the
modeling depth alonein the PinEPID3 model does not improvethefit to the measured data. The
profile error plot of Fig. 1 corresponding to the PinEPID3 model is consistent with generally
observed agreement within 1.5% or 1 mm for in-field points of measured profilesthat are symmetric
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about the central axis. Inregionsoutside thefield, agreement with measured profileswasgeneraly
within 2%. Measured profilesthat displayed asymmetry could not be modelled by any configura
tion of machine parametersin Pinnacle?, which requiresthat commissioning profilesbe symmetric.
The observed asymmetry in some profilesisattributed to backscatter from the support arm, which
differsfrom the FF backscatter. It may be possibleto reproduce the observed asymmetric profiles
by combining the Pinnacle® EPID machine model with asuitable choice of calculation geometry,
but further work is needed to investigate this possibility.

Because the EPID is modelled at a single fixed depth for use in a fixed geometry, it is not
necessary to model the variation in photon spectrum with depth. A monoenergetic photon spec-
trum was used, in which the energy wastreated asamodelling parameter. The differential EPID
response to beam hardening through ML C leaveswas accounted for by adjusting the ML C trans-
missiontofit theprofiletailsof ML C-collimated fields. Theinfluence of off-axisbeam softening on
EPID responsewas accounted for by fitting theradial fluence (Fig. 7) to thein-field portion of the
EPID measured profiles.

Comparison of computed and measured profilesfor geometric IMRT test shapes showed rea-
sonably good agreement (within 2% of maximum dose in low gradient regions). Examples are
illustrated in Figs. 3 and 4. Comparing the two machine models on the basis of a2 test confirms
that the PinEPID3 model providesabetter fit. Thistest wasused to eval uate the model s becauseit
removesthe biasing of datain the high-dose region, penumbra, and tailsby normalizing to local
values. The poorer fit of the PiINEPID7 model in thelow-dosetailsof thetest shapesbearsout this
conclusion. Thelargest discrepancy appearsin Fig. 3, where asymmetry isobserved in the mea-
sured EPID profile. Thisasymmetry isattributed to non-uniform backscatter from the support arm
of the EPID, which affectsthe FF pixel sensitivity calibration. Thisseemsto beapersistent problem
that becomes more severe asfieldsdiffer markedly in shapefrom the FF. Using the Pinnacle® EPID
model in conjunction with a specific phantom data set that models the effect of the support
structuresisapotential solution that warrants further investigation.

Applying themethod of Section|1.D for IMRT plan QA to the RPC phantom treatment plan, the
PinEPID3 model generated profilesthat generally overlaid the measurementsfor al 9 beams. The
largest discrepancy occurred at narrow dose peaks and valleyswhere the Pinnacle model consis-
tently under-representsthe extent of the signal excursions. Note, however, that these discrepancies
arewithin 3% of the maximum dose except for the deep valley in Fig. 4, wherethediscrepancy is
about 3%. Anin-house gammaanaysi sbased on 3% maximum dose or 3 mm distanceto agreement
indicatesthat more than 95% of points passfor each beam. Re-analysis of these beamsusing the
digital gamma function of the OmniPro I’'mRT software, rejecting pixels less than 10% of the
maximum dose and selectively renormalizing theimages, yields somewhat better resultsin which
typically morethan 99% of pixelspass. When thissame analysisisapplied to measurementsusing
the I’'mRT MatriXX with corresponding planar dose maps cal culated in Pinnacle, a pass rate of
morethan 99% istypically seen for a2% maximum dose or 2 mm distance-to-agreement digital
gammatest. For thesefields, the Pinnacle EPID model doesnot reliably predict the EPID response
to better than 3%. Neverthel ess, the higher resolution of the EPID relativeto the MatriX X hasan
obvious benefit interms of the size of errorsthat can beresolved. Thefailure of the EPID model
to accurately reproduce the sharp EPID signal excursions suggests that the choice of a 3-cm
modeling depth allows for too much scatter, which broadens and shortens the dose peaks and
valleys. Thetrade-off in going to ashallower modelling depth isan insensitivity to scatter that
isneeded to model the variation of EPID responsewith field size. The compromise struck with the
current model appearsto work well with gamma analysis based on 3% maximum dose or 3 mm
distanceto agreement.

The current method may be used to replace film-based IMRT QA by applying the schema set
out in Section I1.D. The number of IMRT plans undergoing QA verification at our center would
makeafilm-based system prohibitively labor-intensive. Our IMRT QA programiscurrently based
onion-chamber array measurements, but the EPI D-based approach presented heremay find arole
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as a cost-effective backup system because no additional infrastructureis needed. The method is
simpletoimplement inany clinic with an IMRT-capabl e treatment planning system and an EPID
that can integrate over the entire radiation dose to be evaluated. In centers that have no EPID
capability, the method may potentially be generaized to model any suitable portal imaging modal-
ity (such asfilm or computed radiography cassettes).

V. CONCLUSIONS

A machinemodel created using Pinnacle® physicstools can be used to cal cul ate planar dose maps
that approximateimages acquired with the Varian aS500 EPID. Although the cal cul ation assumesa
water-equivalent phantom, the modelled machine parameters are altered from those of theclinical

machineto accommodate the portal imager’s over-responseto low-energy scatter (which contrib-
utesto alarge variation of relative output with field size) and shallow effective depth (which gives
riseto sharp profile penumbra). From this perspective, an assumed energy of 0.8 MeV and adepth
of 3cm may be considered areasonabl e starting point for the model. Energy and secondary scatter
source size and strength had the largest effect on profile penumbra and output factor, but their
effects were not independent. These parameters were adjusted iteratively to best fit the data.

Fitting the remaining parameterswas straightforward. Theresulting model predictsrelative EPID

responsetowithin afew percent when small IMRT fieldsaretest-imaged. Further work isneeded
to account for backscatter from the support arm in the Pinnacle® calcul ation. Nevertheless, our
method isexpected to find application asabackup system for pre-treatment patient-specific QA in
our clinical IMRT program.
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