
Received: 18 April 2020 Revised: 4 September 2020 Accepted: 22 September 2020

DOI: 10.1002/emp2.12277

S Y S T EMAT I C R E V I EW–ME TA -ANA LY S I S

The Practice of Emergency Medicine

Artificial intelligence in emergencymedicine: A scoping review

Abirami KirubarajanMSc1,2 Ahmed TaherMD,MPH3 ShawnKhan BHSc1

SameerMasoodMD,MPH3,4

1 Faculty ofMedicine, University of Toronto,

Toronto, Ontario, Canada

2 Institute of Health PolicyManagement and

Evaluation, University of Toronto, Toronto,

Ontario, Canada

3 Division of EmergencyMedicine,

Department ofMedicine, University of

Toronto, Toronto, Ontario, Canada

4 Toronto General Hospital Research Institute,

University Health Network, Toronto, Ontario,

Canada

Correspondence

SameerMasood,MD,MPH,TorontoGeneral

Hospital Research Institute,UniversityHealth

Network, Toronto,ON,Canada.

Email: sam1472@mail.harvard.edu

Fundingand support:By JACEPOpenpolicy,
all authors are required todisclose anyandall

commercial, financial, andother relationships

in anyway related to the subject of this article

asper ICMJEconflict of interest guidelines (see

www.icmje.org). Theauthorshave stated that

no such relationships exist.

Abstract

Introduction:Despite the growing investment in and adoption of artificial intelligence

(AI) in medicine, the applications of AI in an emergency setting remain unclear. This

scoping review seeks to identify available literature regarding the applications of AI in

emergencymedicine.

Methods: The scoping review was conducted according to Preferred Reporting Items

for Systematic Reviews and Meta-Analyses (PRISMA) guidelines for scoping reviews

usingMedline-OVID, EMBASE, CINAHL, and IEEE,with a double screening and extrac-

tion process. The search included articles published until February 28, 2020. Articles

were excluded if they did not self-classify as studying an AI intervention, were not rel-

evant to the emergency department (ED), or did not report outcomes or evaluation.

Results:Of the 1483 original database citations, 395 were eligible for full-text evalua-

tion. Of these articles, a total of 150 were included in the scoping review. Themajority

of included studies were retrospective in nature (n = 124, 82.7%), with only 3 (2.0%)

prospective controlled trials. We found 37 (24.7%) interventions aimed at improving

diagnosis within the ED. Among the 150 studies, 19 (12.7%) focused on diagnostic

imaging within the ED. A total of 16 (10.7%) studies were conducted in the out-of-

hospital environment (eg, emergency medical services, paramedics) with the remain-

der occurring either in the ED or the trauma bay. Of the 24 (16%) studies that had

human comparators, there were 12 (8%) studies in which AI interventions outper-

formed clinicians in at least 1measured outcome.

Conclusion:AI-related research is rapidly increasing in emergencymedicine. There are

several promising AI interventions that can improve emergency care, particularly for

acute radiographic imaging and prediction-based diagnoses. Higher quality evidence is

needed to further assess both short- and long-term clinical outcomes.
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1 INTRODUCTION

The study of artificial intelligence (AI) in medicine has become increas-

ingly popular over the last decade.1,2 The field of AI refers to a broad

subset of computer science that simulates human intelligence, includ-

ing speech recognition, predictive modeling, and problem solving.3

Machine learning (ML), a subset of AI, has recently gained popularity

in medicine because of its ability to improve algorithms autonomously.

Because of rapid advances in computing power and processing tech-

niques, sophisticated ML subtypes such as deep learning have shown

potential to improve patient care.4 As such, there is growing literature

that has shown that AI-based interventions can match or even outper-

form physician expertise.5

The emergency department may be uniquely situated to benefit

from AI because of its potential value in prediction during triage, as

well as its versatility in analyzing diverse patient factors.6 Patients are

assessed in the ED with limited information, and physicians often find

themselves balancing probabilities for risk stratification and decision-

making. Furthermore, there is a potential opportunity for ED flowmet-

rics and resource allocation to be optimized through algorithm sup-

port and computerized decisionmaking.7 This is otherwise difficult to

perform with conventional computing because of the sheer number of

variables involved and the constant flux of metrics.

However, there remain concerns regarding the use of AI and its

implications for patient safety considering the limited body of evi-

dence to support its implementation.8–10 For example, unintended

patient outcomes may occur if an automated system cuts corners to

meet data targets, also known as reward hacking.9,10 Additionally, it

can be difficult for clinicians and medical researchers to understand

the available AI-related interventions, because of the interdisciplinary

nature of the field and the lack of readily available peer-reviewed

research.11 Although there have been narrative literature reviews

exploring the relevance of AI in the ED, no systematic study of the

research exists.6,7,12,13 We sought to systematically search the avail-

able literature for AI interventions relevant to the ED through a scop-

ing review and provide a snapshot of how AI can be conceptualized in

contributing to emergencymedicine.

2 METHODS

The scoping review was conducted according to the standards and

guidelines established in the Preferred Reporting Items for Systematic

Reviews and Meta-Analysis with the associated extension for Scoping

Reviews (PRISMA-ScR), in addition to the fourth edition of the Joanna

Briggs Institute Reviewer’s Manual.14,15 In comparison to a conven-

tional systematic review, the scoping methodology was preferable to

a conventional systematic review because of the breadth of the field

and the high degree of heterogeneity of the included research. We

conducted a systematic literature search of Medline-OVID, EMBASE,

CINAHL, and IEEE to inform our scoping review. Our search strategy

was created in consultation with a research librarian and is included in

Table 1.

TABLE 1 Search strategy. Database: OvidMEDLINE: Epub Ahead
of Print, In-Process, andOther Non-Indexed Citations, OvidMEDLINE
Daily andOvidMEDLINE. Adapted for EMBASE, IEEE, and CINAHL

# Searches

1 (Artificial adj2 intelligen*).tw,kf.

2 ((MachineOR deep) adj0 learn*).tw,kf.

3 (Artificial neural network*).tw,kf.

4 exp Artificial intelligence/

5 1OR 2OR 3OR 4

6 Emergency Treatment/or EmergencyMedicine/or emergency

medical services/or emergency service, hospital/or trauma

centers/or triage/or exp Evidence-Based Emergency

Medicine/or exp Emergency Nursing/or Emergencies/or

emergicent* or casualty department* or ((emergenc* or ED)

adj1 (room* or accident or ward or wards or unit or units or

department* or physician* or doctor* or nurs* or

treatment*or visit*)).mp. or (triage or critical care or

(trauma adj1 (cent* or care))).mp

7 5 AND6

2.1 Eligibility criteria

Our inclusion criteria for articles were as follows:

2.1.1 Population

Treated in the out-of-hospital setting through emergency medical ser-

vices (EMS), EDs, urgent care centers, and trauma bays in any country.

2.1.2 Intervention

Any computer science intervention classified as AI by the study

authors, which included both supervised and unsupervisedML.

2.1.3 Comparator

No intervention, standard of care, another computer science interven-

tion, or any other comparator.

2.1.4 Outcomes

Any outcome reported in the literature.

We examined only original, peer-reviewed literature published in

the English language. The search was initially conducted on July 10,

2019 and then updated to include articles published up until February

28, 2020.

Although published conference posters, papers, and abstracts were

initially eligible for inclusion, they were later excluded in a second



KIRUBARAJAN ET AL. 1693

TABLE 2 Descriptions of the broad categories of artificial intelligence (AI) included in the review

Type of AI Common labels Example Definition Study Citation

SupervisedMachine

Learning (ML)

Support vector machine (SVM) Abedi et al21 ML that learns a function based

on examples and previous

input

Evaluation of supervised

learning algorithm in

emergency department using

retrospective data

K-nearest neighbor (KNN)

Naive Bayes (NB)

Regression techniques

Random forest (RF)

Gradient boosting (GB)

UnsupervisedML K principle Farahmand et al63 ML that does not require human

input or labeled responses to

generate inferences

Artificial Intelligence-Based

Triage for Patients with Acute

Abdominal

Linear discriminant analysis Pain in Emergency Department;

a Diagnostic Accuracy Study

Neural networks

Hierarchical clustering

ReinforcementML Q-learning None included Machine learning that trains

models tomake decisions

based on incentives

N/A

Apprenticeship learning

Natural Language

Processing (NLP)

Sentiment analysis Pestian et al22 Artificial intelligence (AI)

regarding human language

(including language

recognition, understanding,

and generation)

Randomized controlled trial of

natural language processing

software in ED

Optical character recognition

Natural language generation

round of screening by 2 reviewers (AK, SK). Articles were excluded if

they did not self-classify as studying an AI or ML intervention within

either the study title or abstract. Studies were also excluded if location

or context was not the ED or out-of-hospital setting. Studies were not

eligible if they used ED patient data sets but were not directly relevant

to emergency medicine (eg, if ED patient visits were used to generate

public health predictions). Finally, papers that did not includeoutcomes

or evaluations were excluded.

A hand search of citations of relevant reviews was performed to

ensure comprehensiveness of the search. Grey literature was not for-

mally searched.

2.2 Study selection and extraction

Study selection was completed by 2 independent, parallel reviewers

(AK, AT) for both title and abstract screening and then subsequent

full-text screening. A pilot test of screening was conducted for

the first 100 search results. Each abstract underwent 2 rounds of

evaluation by a separate reviewer. Eligible abstracts underwent

full-text screening again by the 2 separate reviewers. Discrepancies in

screening were resolved through consensus between the 2 reviewers

(AK, AT).

Data extraction was performed independently by 2 reviewers (AK,

SK), with a third (AT) resolving discrepancies via consensus. Risk of bias

(ROB) for individual studies was graded using an adapted rating scale

based on the Cochrane ROB tool and the ROB Assessment tool for

Non-randomized Studies (RoBANS).16,17

2.3 Categorization and analysis

We categorized the AI interventions into ML (further subdivided into

supervised, non-supervised, and reinforcement ML) and natural lan-

guage processing (NLP). A simplified explanation of the different AI

types is provided in Table 2.

We then categorized studies by the purpose of the interven-

tion, which were identified based on the study’s reported objective.

Although the list of purposes is not exhaustive, we felt that they were

able to best map the intentions of the studied interventions. Purpose

categories were determined through an iterative process based on

frequency of results and suggestions from the literature.6,12
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F IGURE 1 Preferred Reporting Items for Systematic Reviews and
Meta-Analysis (PRISMA) flow chart. AI, artificial intelligence; ED,
emergency department

Data were further extracted regarding the purpose of the interven-

tion, study type (eg, retrospective, prospective), sample size, and type

of comparator (eg, human comparator, statistical model, standard of

care). All outcomes were summarized descriptively.

3 RESULTS

3.1 Search yield

Results of the study screening process are available in the PRISMA

diagram in Figure 1. Of the 2933 original database citations, 999 dupli-

cates were removed using the Covidence platform. After screening

the 1888 remaining studies, 395 were eligible for full-text evaluation.

Following screening, 105 conference abstracts, posters, and papers

were removed. Of the remaining articles, a total of 150 were included

in the scoping review. After a hand search of relevant journals and

citations, no additional studies were added. Interrater reliability for

study screening for titles and abstracts was 92.1%, and for full-text

review was 94.1%. The authors were in substantial agreement with a

TABLE 3 Overview of included interventions

Type of artificial intelligence (AI)

intervention

Number of

studies (N)

Supervised N= 70

Random forest 15

Support vector machine 11

Fuzzy logic 1

K-nearest neighbor 1

Decision tree 8

Supervised artificial neural network 23

Gradient-boosted algorithm 5

Classification tree 1

Other/unspecified 6

Unsupervised N= 2

Clustering 1

Neural network 1

Reinforced N= 0

Unspecified N= 41

Artificial neural network 34

Deep learning 3

Other 4

Mixedmodels N= 23

Natural language processing N= 14

Categories of purpose

Diagnosis 37

Triage 18

Prediction 72

Decisionmaking 3

Operations 18

Other 2

Note: ***(numbers do not add to 150 as several studies evaluate multiple

interventions)***

calculated kappa of 0.77 and 0.82 for abstract and full-text screening

respectively.

3.2 Article characteristics

Details of the included interventions are available in Table 3 and details

of the included studies are available in Table 4. The majority of studies

were rated as low ROB (n = 139, 92.6%) with the remainder rated as

mediumROB (n= 11, 7.3%) (Table 5).

The majority of included studies were retrospective diagnostic

accuracy designs (n = 124, 82.7%), with several prospective cohorts

(n = 16, 10.7%) and before-and-after implementation designs (n =

4, 2.7%). Only 3 of the included interventions were evaluated using

prospective controlled trials, 2 used simulationmodeling, and one used

a case-control design.
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TABLE 4 Overview of included studies and research designs

Study setting

Out-of-hospital 16

Emergency department/trauma bay 134

Study design

Retrospective diagnostic accuracy 124

Prospective cohort 16

Case-control 1

Controlled trial 3

Before-and-after 4

Simulationmodeling 2

Type of comparator

None 48

Human 24

Clinical decisionmaking tool 17

Other non-AI statistical model 27

Other AI intervention 27

Standard of care (eg, before and after,

set values)

4

Other (eg, cutoffs from literature,

simulation)

3

Total number of

studies: 150

AI, artificial intelligence.

We found that 48 (32.0%) studies did not have a comparator to their

AI intervention, and 27 (18.0%) studies used non-AI statistical models.

Other studies compared against clinical decision tools (n= 17, 11.3%),

standard of care (n= 4, 2.6%), or cutoffs from literature or simulations

(n = 3, 2.0%). In 27 (18%) studies, AI tools were compared against one

another. A total of 24 (16.0%) studies directly used humans (eg, physi-

cians; EMS staff) as comparators.

3.3 Intervention characteristics

AI utilization categories in emergency medicine are outlined in Fig-

ure 2. The majority of interventions centered around prediction,

with 72 (48.0%) studies analyzing the predictive capabilities of AI

(Table 3). Thirty-seven (24.7%) interventions aimed at improving diag-

nosis within the ED. Eighteen (12.0%) interventions focused on triage

of emergent conditions and another 3 (2.0%) interventions focused

on medical decisionmaking. Seventeen (11.3%) studies demonstrated

that AI can assist with organizational planning andmanagementwithin

the ED. An additional 2 (1.3%) studies used AI within a research

recruitment context. Among the 150 studies, 19 (12.7%) focused

on diagnostic imaging within the ED. A total of 16 (10.7%) stud-

ies were conducted in the out-of-hospital environment (eg, EMS,

paramedics) with the remainder occurring either in the ED or the

trauma bay. The breakdown of utilization categories is outlined in

Figure 3. Furthermore, we found that 70 (46.7%) studies evaluated

supervised ML interventions, 2 (1.3%) studies evaluated unsupervised

ML interventions, and 14 (9.3%) studies evaluated NLP interventions

(Figure 4).

Of the 24(16%) studies that had human comparators (Table 5), 8

(33.3%) studies defined the performance of clinicians as the gold stan-

dard of care. The remaining 16 (66.7%) studies directly compared

human versus AI performance. There were 12 (50%) studies in which

AI interventions outperformed clinicians. In these studies, AI inter-

ventions were better able to diagnose acute cardiac events (including

out-of-hospital cardiac arrest and myocardial infarct), identify hyper-

kalemia, risk stratify patients in triage, identify participants, predict

wound infection, predict mortality, predict patients for clinical trials,

and read imaging (including intracranial hemorrhages, otoscopic imag-

ing, and fractures).Theywere non-superior to humans in 3(12.5%) stud-

ies that investigated triaging acute abdominal pain, detecting traumatic

elbow effusions, and diagnosing chest X-rays. In one study, AI com-

bined with physician judgment was superior to physician judgment

alone when diagnosing myocardial infarctions via electrocardiograms

(ECGs).18

3.4 Limitations

Limitations of our review are namely due to the emerging nature of the

evidence base. It is difficult to synthesize conclusions because of the

heterogeneous study designs and interventions included in our review.

In addition, because of the selective reporting of some studies and the

lack of transparency regarding the modeling, it was not often possi-

ble to adequately critique the methodology of the studied interven-

tions. Once more AI-related research is established, future system-

atic reviews may wish to assess more specific interventions in order

to determine superiority and areas of improvement. Other limitations

of our scoping review were that we examined only studies published

in the English language, and we did not analyze patents or grey litera-

ture. Only studies that were explicitly self-classified as AI by the study

authors were eligible for our analysis, and as such, studies that do not

directly identify themselves as AI in their titles and abstracts may have

beenmissed by our search strategy.

4 DISCUSSION

Overall, we found that AI interventions in the ED are heterogeneous

in both purpose and design. For example, supervised ML interventions

included prediction models for pediatric asthma exacerbation, pre-

diction of return visits, and stroke diagnosis.19–21 NLP models were

used to optimize resource allocation in low-resource settings, classify

computed tomography (CT) imaging, and predict hospital admission

using electronic medical records (EMR).22–24 There also appears to

be rapidly growing interest in the varied opportunities for AI, as most

studies were published in the last 5 years. We can expect an additional
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F IGURE 2 Purpose of intervention in emergencymedicine. ED, emergency department; EMS, emergencymedical services

F IGURE 3 Artificial intelligence utilization category breakdown in emergencymedicine

surge of AI-related publications, as over 100 conference proceedings

were excluded from our analysis.

The majority of interventions (72, 48.0%) centered around pre-

diction, which aligns with the proposed superiority of AI in predic-

tion modeling.25 Several studies showed AI outperformed existing

decision tools and scoring systems that were originally derived using

traditional statistical modeling. Examples include the superior abil-

ity of AI to predict mortality in pneumonia as well as calculate syn-

cope risk based on clinical criteria.26,27 One explanation is that AI

may be superior to humans in predictive modeling because of the

ability to process multiple variables simultaneously across large data

sets.6 Several of our included studies showed superiority to human

comparators when balancing different data points to predict complex

outcomes.

As previous studies have shown, human decisionmaking is subject

to potential biases and heuristics.2,5 AI could mitigate illusory corre-

lations and metacognition errors in medicine. For example, AI supe-

riority in predictive modeling is hypothesized to be particularly use-

ful in diagnosis of sepsis, a syndrome that can result in widespread

organ dysfunction and high morbidity and mortality.28 In our review,

we found that 6 large cohorts took advantageof big data topredict sep-

sis and mortality using ML, 4 of which were multicenter studies.29–34

The 5 studies found that ML models improved prediction among sus-

pected sepsis patients in the ED compared to traditional tools, such as
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F IGURE 4 Types of artificial intelligence interventions in emergencymedicine. NLP, natural language processing

theQuick SequentialOrgan FailureAssessment (qSOFA) or other early

warning scores.35

A total of 17(9.4%) studies used AI in the out-of-hospital set-

ting. Examples of studies in the out-of-hospital environment included

demand forecast for allocation of ambulances, classification of out-

of-hospital ECGs, and screening of EMS calls to recognize cardiac

arrest.36–38 Several ML algorithms used EMS data to predict out-

comes for out-of-hospital cardiac arrest.39–42 Another intervention

used supervised ML to automatically link EMS electronic patient care

reports to ED records.43 The out-of-hospital setting presents a unique

setting where limited clinical variables are used to make prompt deci-

sions (for example, whether or not to transport to hospital). This is well

suited to be tackled by AI given its predictive power and ability to use

various data points and predict outcomes. As such, we feel that AI will

likely have a significant impact in the out-of-hospital setting. Further,

interventions in the out-of-hospital environment could promote inter-

disciplinary communication, reduce inconsistencies, and improve out-

comes upon arrival to hospital.

An emerging area of interest was radiology-focused AI interven-

tions, with 19 (12.7%) studies evaluating methods to improve imaging-

based diagnosis in the ED. Of the 19 radiology studies, a total of

11(57.9%) had human comparators. For example, Sinha et al (2001)

used artificial neural networks to detect intracranial hemorrhage on

CT, which was more sensitive (82.2%) compared with physician pre-

diction (62.2%).44 In contrast, Lindsey et al used an implementation

approach to combine their deep learning model with clinician read-

ings that improved fracture detection in comparison to clinicianswork-

ing alone.45 Previous literature has noted that radiology is particu-

larly amenable to AI interventions because of its technology-driven

interface, reliance on pattern recognition, and relative wealth of data

sets.46,47 As advances in automatic lesion detection and segmentation

continue,we can expect further radiology studieswith a focus onemer-

gencymedicine applications.

Several studies had implications for the ED beyond clinical decision-

making. Although much of the current speculation regarding AI has

centered on direct patient care, our review shows an emerging inter-

est in ED operations planning, research, andmedical education. A total

of 18 (12.0%) of our included studies demonstrated that AI can assist

organizational planning andmanagementwithin the ED, including opti-

mization of nursing staff hours, patient satisfaction, and resource plan-

ning. Six studies used ML to predict daily patient volume and flow

within the ED, including daily trauma volume.48–53 These interventions
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have the potential to reduce EDwait-times through improved resource

allocation and policy planning. Another 2 (1.3%) studies used ML to

increase the efficiency of patient identification for ED clinical trials and

research, with the goal of allowing research to be more accessible and

standardized in an often fast-paced environment.54,55

To our knowledge, this is the first study to systematically review the

body of literature regarding emergency medicine and AI. Our scoping

review complements the previous literature reviews that have been

conducted regarding AI in the ED. For example, Stewart et al (2018)

noted that AI had diverse applications in the ED, including use for clini-

cal image analysis, monitoring, and outcome predictions.6 Their narra-

tive assessment noted that most studies used retrospective data sets,

which was corroborated by our systematic search. Stewart et al also

noted the lack of universally recognized and standardized reporting

guidelines forML, providing a rationale forwhyweopted to use a scop-

ing review to better characterize the heterogeneous literature.

Although AI appears superior to clinicians regarding predictive

modeling, the current body of evidence still remains uncertain. Most

studies identified did not involve a human comparator and lacked

information on safety-oriented outcomes. The majority of included

studies were retrospective analyses of data sets and require further

validation in controlled clinical trials. In addition, most studies do not

discuss the practical components associated with technology imple-

mentation, such as the convenience, training, or costs required. One

obstacle to reproducibility and reliability of results is the proprietary

nature of algorithms, as many interventions are not publicly available

or transparently described.

Owing to the diverse and rapidly changing field of AI, a scoping

review was the most suitable methodology to systematically search

and evaluate the available literature. The flexible nature of the search

allowedus to include aheterogeneous array of studydesigns andbroad

intervention types in order to best map the available evidence. Our

scoping review followed PRISMA-ScR guidelines and systematically

examined a combination of medicine, allied health, and computer sci-

ence databases for a concise snapshot.14 Whereas previous literature

reviews have hypothesized different opportunities for AI implementa-

tion in emergencymedicine, ours is the first to examine the available lit-

erature at a glance for physicians to understand the current field. Given

the rapid development of AI technology, this review is a timely cross-

section of available research. Other strengths include our 2 indepen-

dent parallel reviewers, our high interrater agreement, andour analysis

of interdisciplinary databases.

In comparison to prior literature reviews, our study is the first to

systematically examine the scope of AI-related research in the ED. In

addition, previous studiesdidnot includeout-of-hospital interventions,

such as the role of AI in improving EMS or paramedic services. Other

gaps in prior work include lack of information regarding the role of AI

in medical education or research, as well as operations focused stud-

ies such as prediction of ED volume. Lastly, we are also the first study

to categorize studies where AI interventions were balanced against

human comparators in ED.

By examining the breadth of the literature, it is clear that AI shows

strong promise in improving outcome prediction in the ED. AI showed

superiority over human comparators in several areas, particularly

when analyzing large data sets and rapidly fluctuating variables. Fur-

ther research should be conducted to determine further opportunities

for predictive modeling within the ED, and particularly with compar-

isons to existing standards of care. Studies should also consider com-

paring different types ofML for improved accuracy.

For effective AI implementation within hospital systems, AI-related

research must progress beyond proof-of-concept. It remains diffi-

cult to determine how AI will be adopted within existing systems,

as most studies do not compare their interventions to existing stan-

dards of care or human comparators. Additional challenges surround-

ing AI include whether physicians and healthcare staff will have dif-

ficulty interfacing with AI-based tools, and whether errors will occur

as a result of poor technological literacy. Similarly, there have been

concerns regarding both physician and patient uptake of AI, particu-

larly the lack of trust in “black box” technologies that are not clearly

understood.8–10 Specific challenges include mistrust in external valid-

ity of data sets, inability of computerized tools to understand clini-

cal context, or mistrust in programmed correlations.8–10,56 As such,

further research must be conducted regarding both physician and

patient perspectives towards implementation and ethics of AI. Future

research must involve prospective controlled trials in order to deter-

mine true superiority, in addition to assessing costs, feasibility, and

integration.

5 CONCLUSION

AI-related research is rapidly increasing in emergency medicine. Stud-

ies showpromisingopportunities forAI indiverse contexts, particularly

regarding predictive modeling for patient outcomes. However, there

remains uncertainty regarding their superiority over standardpractice,

and further research is needed before clinical implementation.
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