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Abstract
In medical services, charge according to the disease is an important way to promote the reform of pricing mechanism, 
control the unreasonable growth of medical expenses, as well as reduce the burden on patients. Single disease cost 
forecasting that both identify potential influencing or driving factors and enable better proactive estimation of costs can 
guide the management and control of medical costs. This study aimed to identify the factors that affect the medical 
costs of single disease cataract and compare 2 regression models for anticipating acceptable medical cost forecasts. For 
this purpose, 483 patients with cataract surgery completed in West China Hospital from May 1, 2015, to October 1, 
2015, were selected from hospital information system. For cost forecasting, multivariable regression analysis (MRA) and 
backpropagation neural network (BPNN) were used. Analysis of data was performed with SPSS21.0 and MATLAB2014a 
software. Total medical costs of patients with cataract (n = 483) ranged from 2015.00 to 13 359.00 CNY, and the mean 
± standard deviation is 6292.29 ± 2639.43 CNY. Factors influencing costs of cataract in the MRA include, in importance 
order, intraocular lens (IOL) implantation (|r|: 0.805, P < .01), doctor level (|r|: 0.644, P < .01), payment source (|r|: 0.554, 
P < .01), admission status (|r|: 0.326, P < .01), additional diagnosis (|r|: 0.260, P < .01), type of surgery (|r|: 0.127, P < .05), 
and type of anesthesia (|r|: 0.126, P < .05). In terms of forecasting performance, BPNN (average error: 2.81%) outperforms, 
yet is less interpretable than MRA (average error: 5.79%). Both MRA and BPNN are technically and economically feasible in 
generating medical costs of cataract. And some insights on using results of the forecasting model in controlling and reducing 
disease costs are obtained.
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Original Research

What do we already know about this topic?
Cost forecasting has been applied by many researches in various industries such as construction project, freight trans-
portation, manufacturing, energy, with statistics, and machine learning methods such as linear regression, gray predic-
tion, multivariable regression, multivariate time series, and backpropagation neural network (BPNN) applied.
How does your research contribute to the field?
Compared with plentiful researches on cost forecasting in industries such as construction, transportation, and manufac-
turing, cost forecasting in health care is mainly on identifying potential high-cost patients, forecasting total health care 
costs, evaluating expected population costs for contract pricing and premium setting, and individualized assessment of 
cost impacts of predictors, when it comes to single disease cost, there is little analysis on exploring its influencing factors 
specifically and exclusively.
What are your research’s implications toward theory, practice, or policy?
With reasonable forecasting followed by management insights regarding patients and hospitals, it can help strengthen 
medical cost control, reduce medical expenses, and provide reference values for medical service pricing under the mode 
of charge according to the disease.
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Introduction

To control the growing medical expenses, many countries 
have taken corresponding measures, among which “diagno-
sis-related groups (DRGs),” first adopted by the United 
States, is one of the most advanced payment methods 
throughout the world. Nowadays, remarkable success has 
been achieved in many other countries by introducing and 
revising this method in accordance with their national condi-
tions, such as Australia national DRGs and refined DRGs 
(AN-DRGs and AR-DRGs),1 Germany DRGs (G-DRGs),2-4 
Canadian case mix groups (CMGs),5 and Japanese diagnosis 
procedure combination (DPC),6 making the mode of charge 
according to the disease increasingly prominent. In line with 
this, China has been dedicated to the reform of medical 
insurance payment methods as well. Since 2017, China has 
been fully promoting the policy of multiple payment meth-
ods, among which, charge according to the disease (or single 
disease payment strategy) is primary and dominant. Under 
this mode, the paying party of medical insurance does not 
pay for the actual expenses of the inpatient, but pays accord-
ing to DRGs. Therefore, in the case where the price of each 
disease has been predetermined, the hospital will not be able 
to increase charges by providing additional services or 
increasing the amount of services, making contribution to 
effectively regulating the charges in medical service indus-
try, and reducing inductive medical expenses. As a result, it 
can bring down the medical expenses of patients without 
their suffering lower medical service level provided by the 
hospital, and meanwhile reduce the expenditure of medical 
insurance funds, as well as solve some disputes caused by 
high price within doctors, patients, and insurers.

This medical reform in China not only brings new chal-
lenges for hospital cost management but also makes it 
increasingly important. On one hand, cost factor should be 
taken into account when reforming payment system. The fact 
is that accurate medical services costing is an important work 
in the medical insurance reimbursement, and it raises higher 
requirements for medical service organizations to establish a 
scientific and rational cost management system. On the 
other, to adapt to changes in payment methods and achieve 
benign development, it is urgent for hospitals to not only 
strengthen cost forecasting and controlling but also seek a 
balance between medical cost controlling and the quality of 
medical services. Cost forecasting, as the basis of cost control,7 
is of potential to bring down medical costs by revealing and 

controlling its influencing factors. In addition, by comparing 
forecasts and actual cost values, gaps and causes can be iden-
tified, thus timely targeted measures can be taken to control 
medical costs. For this situation, most importantly, it helps to 
make people working in hospital pay more attention to eco-
nomic benefits, establish awareness of frugality, and reduce 
medical costs in the end. Moreover, scientific cost forecast-
ing can provide managers with information to judge the trend 
of future costs, prevent out-of-control phenomenon in cost 
management, and provide reference values for managers to 
make decisions, so as to minimize the blindness of decision-
making.7 However, due to the complexity and uncertainty of 
the costs of the disease, accurate forecasting is still an impor-
tant and essential issue.

We piloted this study on cataract in ophthalmology depart-
ment in West China Hospital (WCH) as both suggested by 
hospital managers and demonstrated by literatures for 
increasing patients in China tend to uptake surgeries in recent 
years as well as their first concern on costs.8-10 Cataract, as 
the leading cause of treatable blindness in the world, is 
unbalanced distributed between developed and developing 
countries. Among all the blind in developed countries, only 
5% are caused by cataract, while the figure surpasses 50% in 
developing countries.11 Furthermore, with continuous popu-
lation growth and accelerated aging of the society, it will 
become increasingly serious.12,13

Therefore, this article focuses on the mode of charge 
according to the disease and explores medical cost forecast-
ing and control on cataract. To have the largest possible con-
trol over cataract costs, it is necessary to know both what 
factors are likely to influence the costs significantly and how 
to anticipate acceptable accurate forecasts which further 
guide the practice of cost control in return. It is of important 
practical significance for optimizing medical costs and 
expenses, solving the problem of reasonable pricing mecha-
nism on medical services, in addition to effectively alleviat-
ing the pressure of growing medical expenses.

Literature Review

Cost forecasting has been applied by many researches in 
various industries, such as construction project,14-17 freight 
transportation,18 manufacturing,19 and energy,20 with statis-
tics and machine learning methods such as linear regression, 
gray prediction, multivariable regression, multivariate time 
series, and backpropagation neural network (BPNN) applied. 
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Sun18 analyzed the composition and influencing factors of 
the railway freight transportation cost in China and presented 
a hybrid model of activity-based costing and BPNN for fore-
casting the cost. Alshamrani15 proposed a multivariable 
regression model for forecasting the construction cost of col-
lege buildings in North America. Wang21 combined particle 
swarm optimization algorithm and BPNN for forecasting the 
cost of plastic injection molded parts. It can be concluded 
that multivariable regression is commonly used, while BPNN 
is receiving concern and development.

Compared with plentiful researches on cost forecasting in 
industries like construction, transportation, manufacturing, 
and so on, cost forecasting in health care is mainly on identi-
fying potential high-cost patients,22-24 forecasting total health 
care costs,25-27 evaluating expected population costs for con-
tract pricing and premium setting,28 and individualized 
assessment on cost impacts of predictors.29 When it comes to 
single disease cost, there is little analysis on exploring its 
influencing factors specifically and exclusively. However, 
regarding total costs, Wrathall and Belnap30 demonstrated 
superiority of logistic regression over Classification and 
Regression Tree and Random Forest in identifying patients 
with higher medical costs and more comorbid conditions, 
while Lin et al24 used Bayesian Network Frame for identify-
ing high-cost chronic obstructive pulmonary disease patients 
as well as considering data sparsity. Munoz-Price et al31 used 
the hospital utilization factor model to predict the relation-
ship between hospital utilization and cost for the medical 
expenses of 70 patients in the long-term acute care hospital 
in Chicago. Zupancic et al32 analyzed the National Health 
Insurance System implemented in Taiwan and worked out 
the influencing factors of medical costs by using panel data. 
Swierkowski and Barnett33 used principal component analy-
sis and LASSO (least absolute shrinkage and selection oper-
ator) to identify general cost drivers in a typical, mid-sized 
Australian hospital, including 32 potential cost predictors 
with a sample size of over 50 000 hospital admissions. 
Popesko et al34 proposed that while there are different levels 
of cost system design, it seems remarkable that the number 
of hospitals analyzing and forecasting costs on a more 
detailed basis remains limited. Relative to other industries, 
the health care sector still lags behind. Existing studies make 
a basic contribution in either qualitatively analyzing the driv-
ing factors of single disease cost or forecasting for parts of 
medical costs like hospitalization,35 high-cost patients.23,24 
However, due to the complexity of both the variable compo-
sition and the cost accounting for different diseases, plenty of 
influencing factors and existence of nonlinear relationship 
makes it a challenge to forecast accurately, hence focusing 
on disease itself makes sense. As a multilayer forward neural 
network, BPNN is mainly for prediction, classification, data 
compression, and function approximation and has been suc-
cessfully applied in many fields. Considering the excellence 
of BPNN in both complex nonlinear mapping and general-
ization, we will construct a BPNN model to forecast single 

disease cost particularly based on analyzing its influencing 
factors particularly and demonstrate its advantage over mul-
tivariable regression analysis (MRA) in single disease 
forecasting.

Method

Multivariable Regression Analysis

Continuous development and improvement have made the 
theory of MRA relatively mature. It can find out the quantita-
tive relationship between variables, describe the law of 
numerical variation between statistical variables, and finally 
carry out corresponding forecasting. Furthermore, it pro-
vides an effective way to accurately learn the influence 
degree and direction of independent variables on dependent 
variables. Multivariable regression analysis, including meth-
ods like linear regression, nonlinear regression, curve regres-
sion, logistic regression, and so on, has been applied widely 
in economics, medicine, finance, and social sciences. Given 
that the dependent variable is y, and the independent vari-
ables are x x xk1 2, , , , the multivariable linear regression 
equation describes how the dependent variable y depends on 
the independent variables and the error value ε. The equation 
can be written as follows:

y x x xk k= + + + + +β β β β ε0 1 1 2 2  ,

where β0  is regression constant, β β β1 2, , , k  are regression 
coefficients, and ε  is an error term.

General MRA methodology consists of the following 5 
steps. First, select the corresponding indicator variables 
according to the goal of the research. Second, collect and 
preprocess primary data. Third, conduct correlation analysis 
of candidate influencing factors with the outcome variable, 
that is, confounders selecting, commonly used statistical 
methods includes Pearson correlation coefficient, Spearman 
rank correlation coefficient, Kendall rank correlation, or par-
tial correlation. Fourth, use adjusted R2, Durbin–Watson and 
variance inflation factor (VIF) to test goodness of fit, series 
autocorrelation, and multicollinearity, respectively; mean-
while, estimates of parameters of multivariable regression 
models are obtained. At last, test both goodness of fit and 
parameters for the worked-out multivariable regression mod-
els by residual analysis.

Backpropagation Neural Network

Backpropagation neural network is a typical multilayer for-
ward neural network using a tutor learning algorithm. The 
BPNN has an input layer, 1 or multiple hidden layers, and an 
output layer. Each layer is fully connected, but no intercon-
nection between neurons in the same layer. Backpropagation 
is shorthand for “the backward propagation of errors,” as an 
error is computed at the output and distributed backward 
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throughout the network’s layers. In the forward transmission 
process, the input signal is processed orderly from the input 
layer to the output layer, and the neuron of each layer only 
affects those in the next layer. If the output layer does not get 
the expected output, it will enter the backpropagation and 
adjust the weight and threshold of the neural network accord-
ing to the prediction error, so that the predicted output of the 
BPNN is continuously approaching the expected output. In 
the BPNN, the neurons in the hidden layer generally adopt the 
S-type transfer function, and the neurons in the output layer 
mostly adopt the linear transfer function. Figure 1 shows a 
typical topology of a BPNN with a 3-layer network.

In Figure 1, the number of input nodes and output nodes 
are n and m, respectively. Accordingly, in the BPNN, 
X X Xn1 2, , ,  are input values, Y Y Ym1 2, , ,  are forecasts, 

and ωij  and ω jk  are weights.
The basic idea of BPNN is to learn a certain number of 

sample pairs (input and expected output). Specifically, the 
input data of the sample are sent to each neuron in the input 
layer, and after being calculated by the hidden layer and the 
output layer, each neuron of the output layer works out a cor-
responding forecast. Backpropagation neural network needs 
to train the sample data before forecasting, and the network 
acquires associative memory and forecasting ability via train-
ing. The training process in BPNN illustrated in Figure 2 
includes following steps:

1. Network initialization

According to the system input and output sequence (X, Y), 
the number of neurons in single input, hidden, and output 

layer initialize the connection weights ωij  and ω jk  between 
the input layer and the hidden layer, and the hidden layer and 
the output layer, respectively, as well as thresholds a and b in 
hidden and output layer, respectively. Accordingly, the learn-
ing rate and neuron excitation function can also be obtained.

2. Hidden layer output calculation

The hidden layer output R is calculated based on the input 
vector X, the connection weight ωij  between the input layer 
and the output layer, and the hidden layer threshold a:

R f x a j lj

i

n

ij i j= −








 =

=
∑
1

1 2ω , , , ,

where l is the number of neurons in hidden layer, and f is 
excitation function of the hidden layer, f x e x( ) / ( )= + −1 1 .

3. Output layer output calculation.

The predicted output G of the BPNN is calculated based on 
the hidden layer output R, the connection weight ω jk , and 
the output layer threshold b:

G R b k mk

j

l

j jk k= − =
=
∑
1

1 2ω , , , .

4. Error calculation

Calculate prediction error e, which is the difference between 
the network prediction output G and the expected output Y:

Figure 1. Backpropagation neural network topology.
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e Y G k mk k k= − =1 2, , , .

5. Weight updation

Update the network connection weights ωij  and ω jk  accord-
ing to the network prediction error e:

ω ω η ω

ω ω

ij ij j j

k

m

jk k

jk jk

R R x i e

i n j l

= + −( ) ( )

= =
=

=
∑1

1 2 1 2
1

, , , ; , , , ; 

++ = =ηR e j l k mj k 1 2 1 2, , , ; , , , . 

where η is the learning rate.

6. Threshold updation

Updating the network threshold, a and b according to the 
network prediction error e:

a a R R e j l

b b e k m

j j j j

k

m

jk k

k k k

= + −( ) =

= + =
=
∑η ω1 1 2

1 2
1

, , ,

, , ,

;

.





7. Determination

Determine whether the algorithm iteration ends. If not, return 
to the second step and iterate, until the error is less than the 
set value.

Variables

Under the mode of DRGs, our primary outcome was the med-
ical cost of one single disease, that is, cataract. And according 
to suggestions from 2 surgeons in the department of ophthal-
mology, patients with 2-eye cataract were excluded in our 
study to avoid cost bias. Then, we established 4 categories of 

predictor variables in the study based on the available data: 
(1) biological characteristics, (2) economic conditions, (3) 
pathological characteristics, and (4) medical institutions. 
Detailed information and all candidate variables can be 
referred in Table 2. Among which, categories 1 to 3 are related 
to patients’ own, while category 4 is in relation with the 
hospital.

Data Exploration

This study was motivated by previously acquired data in 
ophthalmology department in a cooperation hospital as well 
as a typical hospital in China, that is, WCH. As an urban and 
public tertiary teaching hospital in Chengdu, WCH operates 
a large inpatient department that has a capacity of about 4300 
licensed beds shared by 44 specialty care units or clinical 
departments as of December 31, 2018. At present, each unit 
or department operates cost accounting separately, and the 
total costs of each unit or department is divided into variable 
costs (sanitary materials, disinfection, washing, maintenance 
materials, etc), fixed costs (wages and welfare fees, depreci-
ation of fixed assets and overhaul fees, staff education and 
training fees, labor union funds, etc), mixed costs (manage-
ment fees, amortization of low-value consumables, water 
and electricity, and other materials), and shared costs. We 
used data from the hospital information system in WCH 
from May 1, 2015, to October 1, 2015. Hospital information 
system stores demographic data and information about sur-
geries that are finally carried out by surgeons. In addition, we 
kept in close touch with clinical experts for further informa-
tion via both online and face-to-face nonstructured/struc-
tured interview. By unifying messy data, deleting or merging 
repetitive data and simplifying data dimension, we obtained 
483 cases of cataract patients, out of whom the most expen-
sive cataract treatment took 13 359.00 CNY, while the cheap-
est cost 2015.00 CNY, with an average of 6292.29 CNY, as 
illustrated in Table 1.

Figure 2. Backpropagation neural network (BPNN) flow chart.18
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Figures 3 and 4 illustrate gender and age distribution of 
cataract patients. Men are 12.2% more than women, and the 
average age of all the patients is 61.5 years. Furthermore, 
more than 81% of the patients range from 51 to 95 years 
old, indicating that people over the age of 50 years are of 
high morbidity rate of cataract and should be key monitor-
ing targets. At the same time, the incidence of cataract can-
not be ignored for adolescents. It should be noted that 26 
children ranging from 1 to 10 years old have cataract in the 
sample data, accounting for 5.4% of the total number of 
patients.

Among the cataract medical data collected in this article 
as shown in Figure 5, 49.7% of the patients have urban 
basic medical insurance, and 15.9% of the patients are of 
new rural cooperative medical insurance, and the remaining 
34.4% have neither urban basic medical insurance nor rural 
cooperative medical insurance so as to pay by themselves. 
In addition, payment source plays a key role in cost analy-
sis. During the treatment of cataract, the economic condi-
tions of the patients will inevitably affect their choice of 
medical plan, and the payment source of the patient deter-
mines his or her actual medical costs. Normally, the patient 
with urban basic medical insurance or new rural coopera-
tive medical insurance may choose an expensive treatment 
plan, while the patient who is fully self-funded may con-
sider choosing a cheaper treatment plan, as he or she is rela-
tively less likely to the medical costs which can be partially 
reimbursed.

In general, intraocular lens (IOL) implantation is a com-
mon treatment of cataract. Cataract surgery is to replace the 
opaque lens of the human eye with a normal artificial lens, so 
that the eyes can see the light again. IOL is a high-tech prod-
uct to substitute for turbid crystals after being implanted in 
the eye. At present, the most commonly used IOL component 
is made of polymethyl methacrylate, which has high perme-
ability and good biocompatibility, as well as prevents degen-
eration, irritating effect, and ultraviolet rays. Due to the 
difference in materials or manufacturing processes, the price 
of crystals ranges from 1600 to 9000 CNY. According to the 
price range, we have divided the crystal of 1600 to 3600 
CNY, 3600 to 6000 CNY, and those above 6000 CNY into 
levels of ordinary, better, and best, respectively. Figure 6 
illustrates that among the 483 cataract patients, 10.2% of the 
patients had no IOL implanted because the patients’ 

conditions did not require IOL implantation or the patient 
chose drug therapy instead. The patients that chose to implant 
ordinary, better, and best crystals account for 37.6%, 33.1%, 
and 19.1%, respectively. Obviously, more than 70% of 
patients chose ordinary and better crystals for economic 
reasons.

Complication refers to the occurrence of another dis-
ease or symptom in the course of a disease. The pathogen-
esis of cataract may also cause other diseases or symptoms. 
Common cataract complications include vitreous opacity 
and glaucoma and may be accompanied by other diseases 
or symptoms. Among the cataract medical data collected in 
this article, a small number of patients with cataracts are 
accompanied by complications such as vitreous opacity, 
glaucoma, and strabismus. According to additional diag-
nostic analysis as shown is Figure 7, 6.4% of all the patients 
have suffered from complications including vitreous opac-
ity (53.3%), glaucoma (33.3%), and retinal detachment 
(13.4%).

Cataract surgery, as one of the most common type of sur-
gery in the ophthalmology department, its duration reflects 
the level of both doctors and equipment in the hospital. 
According to Figure 8, the average duration of cataract sur-
gery is 23.97 minutes, and more than 83% of all the surgeries 
lasted from 10 to 30 minutes.

Table 1. Descriptive Statistics of the Medical Cost of Cataract.

N Minimum Maximum Mean
Standard 
deviation Skewness Kurtosis

 Statistics Statistics Statistics Statistics Statistics Statistics Standard error Statistics Standard error

Medical cost 483 2015.00 13 359.00 6292.29 2639.43 0.449 0.194 –0.754 0.385
Effective N 483

Note. N is the sample size.

Figure 3. Gender of patients with cataract.
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We list all these potential driving factors in Table 2, includ-
ing biological characteristics, economic conditions, pathologi-
cal characteristics, and medical institutions. In the economic 
conditions, due to different medical materials, IOLs fall into 4 
types, denoted by 0, 1, 2, 3, respectively, and orderly repre-
senting implanting nothing, an ordinary, a better, and the best 
IOL. Cataract can be treated by conducting a surgery, which 
generally includes 3 types: extracapsular cataract extraction, 
phacoemulsification, and cataract capsular resection, causing 
different surgical costs, respectively. Moreover, some patients 
may suffer from comorbidities such as cataract and glaucoma, 
vitreous and strabismus, which affect both the complexity of 
the operation and the medical costs. Table 2 shows the candi-
date influencing factors of the cost of cataract.

Figure 4. Age of patients with cataract.

Figure 5. Payment source.

Figure 6. Intraocular lens implantation type.
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Cost Forecasting and Results

Cost Forecasting by MRA

Correlation analysis of influencing factors. The existence and 
rough quantification of correlation between variables can be 
illustrated by making related graphs or related tables in basic 
statistical analysis. However, correlation coefficient method 
can accurately measure the strength of the relationship 
between variables.

Commonly used correlation analysis methods are Pearson 
simple correlation coefficient, Spearman rank correlation coef-
ficient, Kendall rank correlation, and partial correlation. Pearson 
is applicable to the equal interval measure, while Spearman and 
Kendall are suitable for the nonparametric measure.

In general, Pearson can reflect the degree of linear cor-
relation between variables in multivariable regression mod-
els, hence it was used to analyze and estimate the linear 
correlation between cataract medical cost and its influenc-
ing factors. The hypothesis test of overall correlation coef-
ficient ρ is H

0
: ρ = 0, indicating no correlation between the 

variables, while the alternative hypothesis is H
1
: ρ ≠ 0, indi-

cating the existence of correlation between the variables. 

And SPSS21.0 was used in our study, the results are shown 
in Table 3. It can be concluded that factors influencing cost 
of cataract in the MRA include, in importance order, IOL 
implantation (|r|: 0.805, P < .01), doctor level (|r|: 0.644, P 
< .01), payment source(|r|: 0.554, P < .01), admission 
status(|r|: 0.326, P < .01), additional diagnosis (|r|: 0.260, P 
< .01), type of surgery (|r|: 0.127, P < .05), and type of 
anesthesia (|r|: 0.126, P < .05).

Parameter estimation. According to above analysis, total 
medical cost of cataract is not significantly influenced by 
factors including gender, age, and duration of surgery. Hence, 
we selected the remaining factors as independent variables, 
while the total medical cost of cataract patients as the depen-
dent variable, to model multivariable regression by 
SPSS21.0. Results are shown in Table 4. The value of 
adjusted R2 of the regression model is equal to 0.979, and the 
value of Durbin-Watson is 1.352, indicating high goodness 
of fit and no sequence autocorrelation, respectively.

Furthermore, in Table 5, the F value of the regression 
model is 1040.996, and the corresponding P value is .000, 
which is less than the significant level of .05, indicating that 
the part of each influencing factor explained to the medical 
cost of cataract is significant.

Moreover, the regression coefficients of the multivariable 
linear regression model and the corresponding statistics are 
shown in Table 6. The value of the constant is 1521.223, and 
the corresponding P values are less than .05, indicating sig-
nificance of each regression coefficients, which is consistent 
with the variance analysis in Table 5. At the same time, the 
value of VIF is less than 10, excluding the existence of multi-
collinearity. The regression model can be written as follows:

Y X X

X X

= + + +
+ −

1521 223 374 116 1034 691

1359 437 463 169 876 1
1 2

3 4

. . .

. . . 111

1436 552 1407 857
5

6 7

X

X X

+

+. . ,

where Y is the total medical cost, and X
1
, X

2
, . . ., X

7
 are a type 

of surgery, doctor level, type of IOL implantation, anesthesia 
method, payment source, admission status, and additional 
diagnosis, respectively.

Test of goodness of fit and parameters. The residual statistics 
are given in Table 7. The minimum value of the residuals 
obtained is –871.911, and the maximum value is 1012.524, 
with 0 as the mean of the residuals. Figures 9 and 10 illus-
trate the histogram and standard P-P plot of the standardized 
residuals, both satisfying the basic assumption of normal dis-
tribution, hence demonstrating the reliability of the model.

Cost Forecasting by BPNN

A 3-layer network is used in our study, including an input 
layer with n (n = 10) neurons representing the 10 influenc-
ing factors of the total medical cost of cataract, an hidden 
layer with l (l = 21) neurons, and an output layer with only 1 

Figure 7. Comorbidities of cataract.

Figure 8. Duration of cataract surgery.
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Table 5. Analysis of Variance.

Serial number Quadratic sum df Mean square F Significance

1 Regression 1 065 012 165.724 7 152 144 595.103 1040.996 .000a

Residual 21 776 792.332 475 146 152.969  
Total 1 086 788 958.056 482  

Note. Dependent variable: medical cost of cataract.
aPredictive variable: (constant), additional diagnosis, intraocular lens implantation, type of surgery, admission status, type of anesthesia, payment source, 
and doctor level.

Table 3. Pearson Correlation Analysis.

Gender Age
Type of 
surgery

Doctor 
level

Duration 
of surgery

IOL 
implantation 

type
Type of 

anesthesia
Payment 
source

Admission 
status

Additional 
diagnosis

Total 
medical cost

Medical cost
 Pearson 

correlation
–.043 .086 .127* .644** –.028 .805** .126* –.554** .326** .260** 1

 Significance 
(unilateral)

.296 .143 .047 .000 .362 .000 .047 .000 .000 .000  

N 483 483 483 483 483 483 483 483 483 483 483

Note. IOL= intraocular lens.
*Significantly correlated at .05 level (one side). **Significantly correlated at .01 level (one side).

Table 4. Model Summary.

Serial number R R2 Adjusted R2 Standard estimated error Durbin–Watson

1 .990a .980 .979 382.29958 1.352

Note. Dependent variable: medical cost of cataract.
aPredictive variables: (constant), additional diagnosis, intraocular lens implantation, type of surgery, admission status, type of anesthesia, payment source, 
and doctor level.

Table 2. Variables or Influencing Factors of the Medical Cost of Cataract.

Category Influencing factor Description

Biological characteristics Gender 0 = female, 1 = male
Age [1, 95]

Economic conditions Payment source 1 = urban basic medical insurance, 2 = new rural cooperative medical 
insurance, 3 = pay-by-self

Type of anesthesia 0 = local anesthesia, 1 = general anesthesia
IOL implantation type 0 = No, 1 = ordinary, 2 = better, 3 = best

Pathological characteristics Type of surgery 1 = extracapsular cataract extraction, 2 = cataract phacoemulsification, 
3 = cataract capsular resection

Admission status 0 = general, 1 = serious
Additional diagnosis 0 = no, 1 = complication

Medical institutions Doctor level 1 = attending physician, 2 = deputy chief physician, 3 = chief physician
Duration of surgery Continuous variable

Medical cost Continuous variable

Note. IOL = intraocular lens.
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neuron representing the total medical cost, wherein l and n 
satisfy the formula l = 2n + 1, and the BPNN topology con-
structed in this way is 10 × 21 × 1 (as shown in Figure 11).

In the BPNN, the input data were first preprocessed and 
normalized to reduce the difference in magnitude, and the 
initial weights and thresholds were random. Furthermore, the 
updating of weights and thresholds was based on the fore-
casting error ek  (equal to the difference between the forecast 
and actual value), and learning rate η . Meanwhile, the 
updating of network connection weights, ωij  and ω jk , relies 
on ek , with formula written as

ω ω η ω

ω ω

ij ij j j

k

m

jk k

jk jk

R R x i e

i n j l

= + −( ) ( )

= =
=

=
∑1

1 2 1 2
1

, , , ; , , , ; 

++ = =ηR e j l k mj k 1 2 1 2, , , ; , , , , 

where i, j, k are the input layer, hidden layer, and output 
layer, respectively.

And the updating of the thresholds also relies on ek  to 
update the network connection weights a j  and bk :

a a R R e j l

b b e k m

j j j j

k

m

jk k

k k k

= + −( ) =

= + =
=
∑η ω1 1 2

1 2
1

, ,...,

, , , .

;



The training of the neural network will terminate if the 
forecasting error reaches a set value. And in our study, the 

transferring of signal in neurons of single input, hidden, and 
output layer obeyed “tansig,” “tansig,” and “purelin” func-
tion, respectively, while the training of BPNN adopted 
“traingdx” function. Moreover, language programming and 
MATLAB neural network toolbox were used to train the net-
work. Before training, the number of steps in 1 result, the 
learning rate, the maximum number of training steps and the 
target value of forecasting error of BPNN were set 100, 0.01, 
1 × 105, and 6 × 10–4, respectively. After 58 134 trainings, 

Table 7. Residual Statistic.

Minimum Maximum Mean Standard deviation N

Predicted value 2015.0935 12 346.4766 6292.2877 2612.85305 483
Residual –871.91046 1012.52374 0.00000 373.62391 483
Normal expected value –1.637 2.317 0.000 1.000 483
Standardized residual –2.281 2.649 0.000 0.977 483

Note. Dependent variable: medical cost of cataract.

Figure 9. Histogram of standardized residuals.

Table 6. Coefficient.

Serial number

Unstandardized 
coefficients

Standard 
coefficient

t Significance 95% CI

Collinear statistic

B
Standard 

error Trial Tolerance VIF

1 (Constant) 1521.223 202.224 7.522 .000 (1123.853 to 1918.593)  
Type of surgery 374.116 38.134 .115 9.811 .000 (299.183 to 449.049) .985 1.015
Doctor level 1034.691 46.831 .292 22.094 .000 (942.668 to 1126.714) .772 1.295
IOL implantation type 1359.437 30.791 .582 44.150 .000 (1298.933 to 1419.941) .775 1.291
Type of anesthesia 463.169 64.529 .086 7.178 .001 (336.370 to 589.968) .947 1.056
Payment source –876.111 41.190 –.266 –21.270 .000 (–957.0494 to 795.173) .862 1.160
Admission status 1436.552 63.848 .264 22.500 .000 (1311.091 to 1562.0133) .980 1.020
Additional diagnosis 1407.857 65.360 .252 21.540 .000 (1279.425 to 1536.289) .984 1.016

Note. Dependent variable: medical cost of cataract. CI = confidence interval; VIF = variance inflation factor; IOL = intraocular lens.
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the neural network realized its target forecasting error, whose 
curve is shown in Figure 12.

Forecasting Performance of the Proposed Models

Table 8 is presented to compare the forecasting performance 
of the 2 models by randomly selecting 10 cases from the total 
483 records. Obviously, both BPNN and MRA can be applied 
for single disease cost forecasting, with the absolutes of per-
centage error of the former less than 6%, while those of per-
centage error of the latter meeting 10%. Furthermore, the 
average forecasting error of BPNN is 2.81%, while that of 
MRA is 5.79%, indicating better generation ability of BPNN 
than that of MRA.

Discussion

This article had 2 objectives. First was to identify the driving 
factors of medical cost of cataract, thus some implications or 
insights about causes and corresponding measures might be 
obtained. Second was to compare the performance of 2 fore-
casting models to anticipate medical cost forecasts, which 
can provide a reference value for medical service pricing 
under the mode of charge according to the disease.

To answer our first objective, we identified the driving 
factors of cataract cost by Pearson correlation in MRA, in 
importance order, including (1) IOL implantation, (2) doctor 
level, (3) payment source, (4) admission status, (5) addi-
tional diagnosis, (6) type of surgery, and (7) type of anesthe-
sia. According to hospital managers, these factors fall into 2 
categories intuitively, 1 is related to the patient’s own (fac-
tors 1, 3, 4, 5, 6, and 7) and the other is from the medical 
institution (factor 2). It indicates that both patients and 

hospitals are of potential to monitor those driving factors to 
engage in cost controlling.

From the perspective of patients, results indicate that the 
medical cost is closely related to patient’s economic condi-
tions (factors 1, 3, and 7) and pathological characteristics 
(factors 4, 5, and 6), while irrelevant with patient’s biological 
characteristics in statics (gender and age).

Regarding the patient’s economic conditions, hospital 
data show some significant differences in medical costs 
among patients with urban basic insurance, new rural coop-
erative medical insurance, and pay-by-self. Because patients 
with urban basic insurance or new rural cooperative medical 
insurance can reimburse some medical expenses, their eco-
nomic conditions are less considered when doctors applying 
medical materials and products, while for self-paying 
patients, economic limits must be considered when choosing 
medical materials and medicines.

With respond to pathological characteristics of the patient, 
the onset time and severity of the disease will inevitably 
affect its medical cost. Kiridly et al36 demonstrated that the 
severity of a patient’s illness correlates with increased costs. 
Furthermore, in their cohort of patients who had the most 
serious comorbidities, results indicated a cost burden of 
above 18% while only accounting for 1.1% of the study pop-
ulation. In general, the longer the onset time is, the greater its 
impact on the patient, and may affect the normal functioning 
of other parts of the patient’s body or cause complications. 
The medical costs of patients with severe illness and emer-
gent hospital admission are generally higher than those of 
ordinary outpatients admitted to hospital. It is mainly due to 
the difference in clinical pathways taken by the hospital in 
the case of serious illness or emergency. With both preva-
lence of smart health care tools (ie, applications in smart 
phones like cataract assistant, an app developed by one of the 
largest medical health service website in China—XYWY.
net) and trend of patients’ participation and cooperation, con-
sidering smart tools might play an important role in subse-
quent medical costs control, we recommend that patients be 
self-educated and smart to activate disease treatment, diag-
nosis, prevention, and management. To be more specific, a 
smart patient is proactive in his or her own health manage-
ment: with the existed reliable health information to make 
evidence-informed choice, use diversified smart technolo-
gies to perform self-monitoring, self-care, and equal involve-
ment in clinical decision-making, to get best and most 
appropriate treatment and better manage costs.37 It is worth 
noting that patient education plays a key role in the realiza-
tion of the wisdom of smart patients, in addition to self-edu-
cation, the role of institutions like hospitals and government, 
and how they operate in patient education are still the prob-
lems to be solved currently.

Moreover, it is known that certain characteristics of the 
patient’s own such as gender and age38,39 may have an impact 
on medical costs during the course of treatment. Generally, 
patient’s age and medical cost show a relationship of smile 

Figure 10. Standard P-P diagram of standardized residuals.
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curve which means that higher or lower the patient’s age is, 
the higher the medical cost is, for the relatively poor immu-
nity of the elderly and children, and their greater difficulty to 
recover from the disease, prolonging the treatment time and 
length of stay inevitably. However, in terms of cataract, 
results in our study indicate that its medical cost is not influ-
enced by age and gender significantly. There is no clear con-
clusion for as to why this happens. However, according to an 
interview with the head nurse in the ophthalmology depart-
ment, cataract surgery in WCH can be performed with micro 
incisions compared with previous surgical techniques for 

removing cataract, further promoting faster healing and 
reducing the risk of cataract surgery complications, such as 
uveitis, retinal detachment, and pupil block. Hence, it can be 
performed on an outpatient basis and does not require an 
overnight stay in a hospital or other care facility. After sur-
gery, patients can expect his or her vision to begin improving 
within a few days.

From the perspective of hospital, significant factors 
affecting the medical cost of the disease include hospital 
level (tertiary hospitals and provincial hospitals charge more 
expensive), medical technology, and service quality. These 
factors cause a large proportion of the medical cost of the 
disease. Superb medical technology and meticulous care can 
promote the early recovery of patients, and reduce the pos-
sibility of infection or other complications. Furthermore, it 
can also decrease the likelihood of readmission of patients to 
reduce the cost of the disease. At the same time, the doctor’s 
expertise or doctor level is another vital factor influencing 
the cost of the disease, for different levels of doctors occupy-
ing different resources of the hospital, leading to variation in 
visiting cost. However, duration of cataract surgery demon-
strates insignificant impact on its medical cost, which is 
opposite to results obtained by Vonlanthen et al40 and Chu 
et al41 because in our cooperation hospital and other hospitals 
we surveyed, cost accounting is mostly based on clinical 
pathway or service items, and time-related costing methods 
like time-driven activity-based costing (TDABC) are just in 
infancy, which is of potential in cost control. For this situa-
tion, the hospitals should take certain measures to support 
and encourage the study of customized-implementation of 

Figure 11. Backpropagation neural network (BPNN) for forecasting the medical cost of cataract ( )( )N 10 21 1× × .
Note. IOL = intraocular lens.

Figure 12. Training of forecasting error.
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the likely beneficial time-related costing methods. After 
applying TDABC to 3 different medical-surgical procedures, 
Martin et al42 proposed that the application of TDABC can 
identify rate-limiting steps, minimize redundancy, and may 
generate cost savings. These cost savings are a direct result 
of improved efficiency and the alignment of provider skill 
set with a given task.

In addition, with respect to modifiable cost driving fac-
tors, we suggest hospital optimize patient/caregiver educa-
tion with short videos or booklets instead of current none/
limited instruction to avoid readmission and corresponding 
costs, which is demonstrated essential in chronic disease 
management in broad studies.43-45

In answering our second objective, we compared the per-
formance of MRA and BPNN by modeling our data set of 
483 records using SPSS21.0 and MATLAB 2015a, respec-
tively. Backpropagation neural network can predict single 
disease cost well with forecasts approximating actual values. 
All of the percentage errors of both BPNN and MRA are less 
than 10%, indicating their applicability to forecasting. But 
the average error of MRA is slightly higher than that of 
BPNN, demonstrating advantage of the latter over the for-
mer. We therefore concluded that both MRA and BPNN are 
technically and economically feasible in generating medical 
cost of cataract. As MRA is more convenient with simple and 
practical operation, while BPNN is technically complicated, 
we suggest hospitals choose either model according to their 
different expertise and demand. After anticipating acceptable 
cost forecasts scientifically, the cost level and trend could be 
reasonably set by hospital decision makers, which is helpful 
in formulating the fixed payment standard for each disease 
under the mode of charging according to the disease.

There were 5 principal limitations of our study. First, esti-
mated model parameters reflect the costs of the particular 
hospital—WCH, and at a particular duration in time. Such 
models cannot be applied directly with the same parameters 
to all the hospitals, instead require parameter re-estimation. 
Second, we focused on single disease and piloted in cataract, 
for its simpler diagnosis and treatment process as well as 

fewer complications than other diseases. Future research 
should extend from single disease to DRGs. Third, cataract 
was the only disease we take into consideration, hence such 
conclusion as medical cost was not affected by “patient’s 
gender,” “patient’s age,” and “duration of surgery” signifi-
cantly might not be valid to other diseases. Fourth, there are 
still a number of influencing factors in the real world. For the 
unavailability of data, factors like patient’s household 
income, patient’s family area, and patient’s education back-
ground had not been taken into account. Actually, these fac-
tors may influence the decisions of both patients and 
surgeons. Fifth, for the fact that every single model has its 
bias on the forecasting, some hybrid models should be built 
to avoid the bias and improve the forecasting accuracy.

Despite these limitations, our study has a number of 
strengths. To the best of our knowledge, this study extends 
previous work by exploring driving factors of medical cost 
specifically and exclusively for single disease. Existing cost 
forecasting in health care is mainly on identifying potential 
high-cost patients, forecasting total health care costs, evalu-
ating expected population costs for contract pricing and pre-
mium setting, and individualized assessment of cost impacts 
of predictors, when it comes to single disease cost, there is 
little analysis according to literature review. Moreover, 
regarding the technically complexity, this article provides 
evidence on the applicability of BPNN as a better decision 
support tool over the linear alternative to forecast single dis-
ease cost.

Conclusion

This article examines the issue of forecasting single disease 
costs by collecting medical data of cataract patients in WCH, 
exploring the factors influencing the medical costs of those 
patients and forecasting cataract cost with MRA and BPNN, 
respectively. According to the results, driving factors from 
patients like admission status and additional diagnosis pres-
ent challenges to managing medical costs, we suggest that 
smart patients in the future be of potential to contribute to 

Table 8. Comparison of Forecasting Performance of MRA and BPNN.

Number Actual value MRA forecast Error Percentage error BPNN forecast Error Percentage error

1 5004.96 5266.66457 261.71 5.23 5193.645098 188.69 3.77
2 9284.10 8812.28161 –471.82 –5.08 9412.361191 128.26 1.38
3 3127.20 3422.95046 295.75 9.46 3037.877296 –89.32 –2.86
4 13 359 12 346.47623 –1012.52 –7.58 13 503.11546 144.12 1.08
5 8267.2 7716.79984 –550.40 –6.66 8010.429492 –256.77 –3.11
6 2015 2104.14625 89.15 4.42 2124.993867 109.99 5.46
7 6590.36 6771.25421 180.89 2.74 6448.817924 –141.54 –2.15
8 5463.95 5818.02862 354.08 6.48 5606.964064 143.01 2.62
9 10 396.8 10 564.50312 167.70 1.61 10 587.42608 190.63 1.83

10 8851 8081.32218 –769.68 –8.69 8507.274468 –343.73 –3.88

Note. MRA = multivariable regression analysis; BPNN = backpropagation neural network.
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cost controlling. Second, both MRA and BPNN are techni-
cally and economically feasible in generating medical cost of 
cataract. And we suggest hospitals choose either model 
according to their expertise and demand.

Therefore, single disease cost forecasting, as an effective 
way of feed-forward control for medical institutions to carry 
out cost management, can predict the trend of medical cost 
indicators and provide effective information for dynamic 
control of medical costs. In addition, for hospitals, single dis-
ease cost forecasting also works in medical cost control. 
First, it can help medical institutions dynamically monitor 
the medical cost control of each patient and conduct excep-
tion management for those patients whose medical costs 
exceed the fixed rate of reimbursement to reduce their medi-
cal costs. Second, it provides reference values for scientifi-
cally formulating the fixed payment standard for each disease 
in terms of charging according to the disease by reasonable 
forecasting single disease cost, thus avoiding abuse of medi-
cal service, preventing over medical treatment, and ensuring 
the quality of medical services.
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