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Abstract
1. Any average pattern observed at the population level (cross- sectional analy-

sis) may confound two different types of processes: some processes that occur 
among individuals and others that occur within individuals. Separating within-  
from among- individual processes is critical for our understanding of ecological 
and evolutionary dynamics.

2. The within- individual centring method allows distinguishing within-  from among- 
individual processes and this method has been widely used in ecology to inves-
tigate both linear and quadratic patterns. Here we show that two alternative 
equations could be used for the investigation of quadratic within- individual pat-
terns. We explain the different assumptions and constraints of both equations. 
Reviewing the literature, we found that mainly one of these two equations has 
been used in studies investigating quadratic patterns. Yet this equation might not 
be the most appropriate in all circumstances leading to bias and imprecision.

3. We show that these two alternative equations make different assumptions about 
the shape of the within- individual pattern. One equation assumes that the within- 
individual effect is related to an absolute process whereas the other assumes the 
effect arises from an individual relative process. The choice of using one equation 
instead of the other should depend upon the biological process investigated.

4. Using simulations, we showed that a mismatch between the assumptions made 
by the equation used to analyse the data and the biological process investigated 
might led to flawed inference affecting output of model selection and accuracy 
of estimates. We stress that the equation used should be chosen carefully. We 
provide step by step guidelines for choosing an equation when studying quadratic 
pattern with the within- individual centring approach. We encourage the use of 
the within- individual centring method, promoting its relevant application for non-
linear relationships.
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1  | INTRODUC TION

Ecological data are fundamentally hierarchical data and sepa-
rating processes occurring at different levels such as individu-
als, populations, species or communities is a recurrent challenge 
in this field (Bolnick et al., 2011; Hamel et al., 2018; Vindenes & 
Langangen, 2015). As processes driving trait variation may vary 
across levels, patterns observed at one level could differ from 
those occurring at other levels. In case of data collected over sev-
eral individuals, the patterns observed at the population level do 
not necessarily reflect the changes occurring at the individual level, 
and vice versa, because both within-  and among- individual effects 
drive trait variation (Vaupel et al., 1979; Vaupel & Yashin, 1985). A 
famous example is the investigation of the relationships between 
a response variable, let say breeding success, and individual age 
(Nussey et al., 2008; van de Pol & Verhulst, 2006). Variation in 
breeding success may arise from within- individual variation, for ex-
ample, ageing effect due to accumulating experience in early life or/
and due to senescence in late life, as well as from among- individual 
variation, by the selective disappearance of frail individuals (Aubry 
et al., 2009; Bouwhuis et al., 2009; Hämäläinen et al., 2014). Indeed, 
in heterogeneous populations, frail individuals are expected to die 
first, leaving robust individuals to be over- represented at old ages 
(Pigeon et al., 2017; Vedder & Bouwhuis, 2018). This change in the 
composition of the population over time generates positive age- 
related relationships at the population level. Thus, the average age- 
related trajectory observed at the population level (cross- sectional 
analysis) could differ from the average trajectory observed at the 
individual level, because independent processes, arising within and 
among individuals, co- occur (Vaupel & Yashin, 1985).

This problem of distinguishing between within- individual and 
among- individual patterns is not specific to age- related patterns. It 
may concern any type of traits, that is, behavioural, morphometric, 
physiological, environmental, each time several observations per in-
dividual are obtained and aggregated (e.g. Dammhahn et al., 2017; 
Morrongiello et al., 2019; Pick et al., 2016; Siracusa et al., 2019). 
Analysing such aggregated data, we need to distinguish the within- 
individual effect, that is, how variation in the explanatory variable X 
within an individual affects the response variable Y, from the among- 
individual effect, that is, how the average value of X for a given indi-
vidual is related to the average value of Y. In this manuscript we focus 
on the individual level, but similar distinctions could be relevant 
when comparing patterns within and among clusters of data at other 
scales, for example, groups of individuals, species, plots embedded 
within replicate patches.

From an eco- evolutionary perspective, it is crucial to separate 
within-  from among- individual variation in traits (Bolnick et al., 2011). 
For example, the investigation of life- history trade- offs, which are 

within- individual effects, requires accounting for among- individual 
variation in resource acquisition (van Noordwijk & de Jong, 1986). 
Similarly, our understanding of the age- related change in demo-
graphic rates has been limited for a long time because most studies 
considered only the population- level pattern (Forslund & Pärt, 1995; 
Nussey et al., 2008). Patterns within and among individuals provide 
different information which are of interest to understand the be-
haviour, physiology or demography of biological systems. A within- 
individual effect may provide information on processes involving 
individual plasticity such as phenotypic change, learning or the oc-
currence of trade- off. On the other hand, among- individual effects 
depict consistent inter- individual differences and thus may suggest 
among- individual differences in fitness, personality or pace of life, 
for instance (Dingemanse & Dochtermann, 2013; Reid et al., 2010; 
Wilson & Nussey, 2010). Ignoring the distinction between with-
in-  and among- individual effects may thus lead to flawed infer-
ences confounding processes occurring at different levels (Kendall 
et al., 2011; Stover et al., 2012; van de Pol & Verhulst, 2006; Vaupel 
& Yashin, 1985).

A statistical method to distinguish within-  from among- individual 
effects is the within- individual centring method (Hofmann & 
Gavin, 1998; Kreft et al., 1995; Snijders & Bosker, 1999). This pow-
erful method is simple to use and gained popularity rapidly follow-
ing its introduction to ecologists (van de Pol & Wright, 2009). To 
date, this work has been cited 479 times and the approach has been 
used in 346 published studies (research among the papers citing 
van de Pol & Wright, 2009 using Web of Science in January 2021). 
While this method has been presented in the context of behavioural 
studies for linear patterns (van de Pol & Wright, 2009), it has been 
used in various ecological fields including demography, ageing, eco- 
physiology, and parasitology, and has been extended to investigate 
quadratic patterns (Figure 1).

In this paper we clarify the use of the within- individual centring 
method for quadratic patterns providing guidelines for its applica-
tion. After briefly presenting the within- individual centring approach 
in case of linear patterns, we present two alternative equations which 
can be used for the investigation of quadratic within- individual ef-
fects. We explain the different assumptions made by each equation 
about the shape of the within- individual pattern and suggest when 
each equation should be used. We stress that previous studies inves-
tigating quadratic patterns failed to directly recognize and discuss 
these assumptions and, in some cases, may not have used the most 
appropriate equation. Based on simulations, we assess the conse-
quences of using an equation mismatching the data generation pro-
cess on model selection and quality of estimates (bias and precision). 
We also address the specific case of quadratic age patterns, which, 
to date, correspond to the most frequent individual- centred variable 
used when investigating quadratic individual patterns.

K E Y W O R D S

age pattern, individual trajectory, linear mixed models, selective appearance, selective 
disappearance, senescence
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2  | THE WITHIN-  INDIVIDUAL CENTRING 
METHOD

In ecology, linear mixed models are nowadays standard tools to ana-
lyse data aggregated at different scales. However, such models may 
fail to estimate the true within- individual changes because the in-
dividual random effect may not capture the total among- individual 
effects (van de Pol & Wright, 2009). The within- individual centring 
method is an extension of a simple mixed model that allows distin-
guishing explicitly within-  from among- individual variation using 
additional fixed effects (Hofmann & Gavin, 1998; Kreft et al., 1995; 
Snijders & Bosker, 1999; van de Pol & Wright, 2009). We present 
only briefly this method and refer readers to van de Pol and Wright 
(2009) for further information.

The standard random effect model can be described by the fol-
lowing regression equation:

where β0 is the intercept, β1 is the slope, xij is the value of a trait x at 
measurement i from individual j, uj is the deviation from the intercept 
for individual j assumed to be drawn from a normal distribution with a 
mean of zero and among- subject variance �2

u
, and eij is the residual error 

for each measurement assumed to be drawn from a normal distribution 
with a mean of zero and variance �2

e
.

Starting from this standard mixed model, the within- individual 
centring approach decomposes the effect of x in two terms: the 
within- individual and the among- individual effects. The among- 
individual effect is fitted as the average x value for each individual 

(xj). The within- individual effect is fitted as the deviation from the 
individual mean for a given observation (xij − xj). The previous equa-
tion becomes:

where βW is the slope of the within- individual effect and βB is the slope 
of the among- individual effect. Thus, Equation 1 corresponds to a 
specific case of Equation 2 when βW = βB assuming that among-  and 
within- individual effects are identical, or when the among- individual 
effect is null. van de Pol and Wright (2009) showed that a standard 
mixed model does not allow estimation of within- individual effects as 
reliably as the within- individual centring model. Note that Equation 
2 does not estimate individual variation in the within- individual ef-
fect. Although individual variation is estimated for the intercept, the 
within- individual effect (βW) is assumed to be the same for all the in-
dividuals making this equation more appropriate to describe average 
within- individual patterns. When the focus is on individual variation in 
within- individual effect, Equation 2 needs to be modified to include 
random slope for the within- individual effect (see Dingemanse & 
Dochtermann, 2013; Nussey et al., 2007; van de Pol & Wright, 2009; 
Westneat et al., 2020).

3  | THE WITHIN-  INDIVIDUAL CENTRING 
METHOD TO INVESTIGATE QUADR ATIC 
PAT TERNS

The within- individual centring method has been regularly used in 
ecology to investigate quadratic changes in traits (11.5% of all the 
articles citing van de Pol & Wright, 2009 and applying this method, 
Figure 1). Quadratic terms could be added to both the within-  and 
the among- individual effects independently since they can arise 
from different processes. Among the published articles using a quad-
ratic relationship, all introduced it for the within- individual effect but 
only some of those used it simultaneously for the among- individual 
effect. The relevance of including quadratic terms to the within- 
individual effect, the among- individual effect, or both, depends on 
the system studied and the question investigated. Here, for the sake 
of clarity, we first present how quadratic terms can be added to the 
within-  and among- individual effects separately. Then we give the 
general equation including a quadratic term for both within-  and 
among- individual effects.

3.1 | Quadratic within- individual effect

To use an individual centring approach including a quadratic within- 
individual effect, the individual centring should be applied on both 
linear and quadratic terms. We suggest the following equation to 
estimate within- individual quadratic effect:

(1)yij = �0 + �1xij + uj + eij.

(2)yij = �0 + �W
(

xij − xj
)

+ �Bxj + uj + eij,

(3)yij = �0 + �W1

(

xij − xj
)

+ �Bxj + �W2

(

x2
ij
− x2

j

)

+ uj + eij.

F I G U R E  1   Number of articles citing the van de Pol and 
Wright's (2009) work and using the within- individual centring 
method including all explanatory variables (upper panel) and 
age in particular with linear (light grey) and quadratic (dark grey) 
models. The articles have been classified according to the type of 
response variable(s) used (life- history, behavioural, physiological, 
morphological and other traits)
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An alternative equation which has been used by most of the studies 
investigating quadratic individual trajectories is:

In Equation 3, the quadratic within- individual effect (�W2) is included as 
the deviation of the squared x value from the squared average x value 
of an individual, that is, x2

ij
− x2

j
 (see Appendix S1 for full derivation and 

explanation of the equation), whereas in Equation 4, the quadratic 
within- individual effect (�W2) is included as the square of the centred 
variable, that is, 

(

xij−xj
)2. It should be noted that Equations 3 and 4 

are not equivalent and generate different individual patterns (Figure 2).
To better understand the difference between these two equa-

tions, we can develop and rearrange the quadratic term in Equation 4 
as:

From Equation 4b, we can see that a difference between Equations 3 
and 4 is the presence of the term − 2�W2xijxj in Equation 4 only. This 
term reveals a latent interaction between xij, the value of a trait x at 
measurement i from individual j, and xj, the average x value sampled 
for individual j. By doing so, Equation 4 assumes that the quadratic 
within- individual effect (�W2) is not related to the absolute value of 
X but depends on the average xj value sampled for each individual. 
Consequently, the within- individual effect depends on the relative 
value of X (deviation from the subject mean). Thus, Equation 4 assumes 
that the within- individual response to X vary among individuals ac-
cording to xj. For instance, looking at the Figure 2b, we see that the 

within- individual response may increase or decrease when X values 
range between −3 and 0 according to the average X value of the indi-
viduals. In contrast, because there is no interaction between xij and xj 
in Equation 3, this equation assumes that the within- individual effect 
of X on Y depends on the absolute value of X. Looking at the Figure 2a, 
we see that the individual trajectories are parallel meaning that the 
within- individual response vary with the same rate for all individuals 
for a given range of X values. In other words, Equation 3 assumes that 
there is a general quadratic pattern over the entire range of X which is 
shared by all the individuals.

As a consequence, the two equations differ in where the qua-
dratic pattern is expected to reach its maximum/minimum within 
each individual. Equation 3 assumes that the maximum/minimum 
is identical for all individuals on the absolute scale of X values, in-
dependently of the ranges of each individual trajectory. Equation 4 
assumes that the maximum/minimum is different among individ-
uals but is reached at the same relative place within the range of 
the explanatory variable sampled for each individual (mean average 
measured for each individual, for instance). See Appendix S2 for a 
mathematical demonstration of this difference.

3.2 | Quadratic among- individual effect

To use an individual centring approach including a quadratic among- 
individual effect, Equation 2 becomes:

(4)yij = �0 + �W1

(

xij − xj
)

+ �Bxj + �W2

(

xij−xj
)2

+ uj + eij.

(4b)
yij = �0 + �W1

(

xij − xj
)

+ �Bxj + �W2

(

x2
ij
+ x2

j

)

− 2�W2xijxj + uj + eij.

(5)yij = �0 + �W
(

xij − xj
)

+ �B1xj + �B2x
2
j
+ uj + eij.

F I G U R E  2   Individual trajectories illustrating quadratic within- individual effects simulated with Equation 3 (a) and Equation 4 (b). In both 
graphs, the four individual life histories have been simulated using the Equations 3 and 4, respectively, with the same following parameters: 
�0 = 0, �W1 = −0.2, �W2 = 0.12, �B = 1, �2

u
 = 1 and �2

e
 = 0. Black circles show xj, the average X values for each individual. The Equation 3 (a) 

assumes that all individuals show the same pattern over the range of the explanatory variable. In contrast, Equation 4 (b) assumes that the 
within- individual changes of a given individual depend on the range of the explanatory variable sampled for this individual



12  |    Journal of Animal Ecology FAY et Al.

The quadratic among- individual effect (�B2) is fitted by the square of 
the average x value for each individual (x2

j
) (Figure 3). Because includ-

ing a quadratic among- individual effect is not a source of confusion, 
the rest of the article focuses on the quadratic within- individual effect.

3.3 | Quadratic within- and among- individual effects

To use an individual centring approach including both a quadratic 
within- individual effect and a quadratic among- individual effect, the 
two alternative equations are:

and

A key difference between the two equations is that when within-  and 
among- individual effects are equal, that is, �W1 = �B1 and �W2 = �B2, 
only Equation 3b is equivalent to a model not using within- individual 
centring. Indeed, assuming identical within-  and among- individual ef-
fect, we may simplify Equations 3b and 4c as follows:

and

Thus, while Equation 3c is a generalization of a classical quadratic re-
gression, Equation 4d is not.

4  | THEORETIC AL E X AMPLES OF 
BIOLOGIC AL PROCESSES FIT TING E ACH 
EQUATION

Equation 3 assumes that the within- individual effect is generated 
by an absolute process. As a consequence, all the individuals show 
a common quadratic pattern over the range of the explanatory 
variable. Equation 3 can thus be used when researchers expect a 
functional relationship shared by all the individuals regardless of 
the mean value of the explanatory variable sampled for each indi-
vidual (Figures 2a and 4a). Taking the example of the flying speed 
performance in an insect, it is reasonable to expect similar within- 
individual responses to variation in temperature. Because insects 
are ectotherms, flying performance of all individuals is expected 
to increase with temperature until a certain point where extreme 
temperature may have a negative effect. Here, we may expect a 
general quadratic pattern over the entire range of temperature 
shared by all the individuals (Figure 4a). The effect of temperature 
on flying speed should depend on the absolute value of the temper-
ature, not on the deviation from the average temperature sampled 
for each individual. In this case, using Equation 3 should be suitable 
to estimate the quadratic within- individual effect. More generally, 
Equation 3 could be used any time the within- individual response 
depends on the absolute value of the explanatory variable.

In contrast, Equation 4 assumes that the within- individual effect 
is generated by a relative process since each individual has a qua-
dratic pattern that depends on its individual mean. Continuing with 
the example of flying performance in an insect, an example of bio-
logical process that could fit Equation 4 is the effect of body mass 
on flying performance. In this case, absolute body mass might not 
be critical to determine flying performance, but rather the deviation 
from the optimum individual body mass (Figure 4b). As a conse-
quence, patterns are centred on individual means in this example. 
The same change in body mass may be associated with higher or 
lower flying speed according to the size of the individuals. More gen-
erally, Equation 4 assumes that the effect of the explanatory vari-
able varies among individuals. This equation could thus be used to 
investigate relative processes which depend on individual features 
or past experienced conditions. It could correspond, for instance, to 
an acclimation process when individuals have optimal performance 
based on the environment they experienced in the past.

It should be acknowledged that biological processes could be 
generated by a mix of both absolute and relative processes. In that 
case, the choice of using Equations 3 or 4 should be done deter-
mining which process best fit the data (see the recommendations in 
Section 8).

(3b)yij = �0 + �W1

(

xij − xj
)

+ �B1xj + �W2

(

x2
ij
− x2

j

)

+ �B2x
2
j
+ uj + eij,

(4c)yij = �0 + �W1

(

xij − xj
)

+ �B1xj + �W2

(

xij−xj
)2

+ �B2x
2
j
+ uj + eij.

(3c)yij = �0 + �W1xij + �W2x
2
ij
+ uj + eij,

(4d)yij = �0 + �W1xij + �W2x
2
ij
+ 2�W2xijxj + uj + eij.

F I G U R E  3   Individual trajectories illustrating a quadratic 
among- individual effect. Here, Y decreases linearly in relation 
to X within each individual but Y increases quadratically among 
individuals in relation to the average xj values. Individual 
trajectories are simulated with Equation 5 with the following 
parameters: �0 = 0, �W = −0.5, �B1 = 1.2, �B2 = −0.08, �2

u
 = 1 and 

�2
e
 = 0. Black circles show xj
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5  | CONSEQUENCES OF MISMATCHES 
BET WEEN GENER ATING AND ANALY TIC AL 
EQUATIONS

Above we showed that two alternative equations could be used for 
the investigation of quadratic within- individual effects. Here we il-
lustrate the consequences of a mismatch between the equation gen-
erating the quadratic within- individual patterns and the equation 
used to analyse the data.

5.1 | Methods

We simulated 1,000 datasets consisting of 50 individuals with 15 meas-
urements each. First, we used a normal distribution to simulate envi-
ronmental values for each individual, Xj, with a mean Xj, taken randomly 
between −7 and 7, and a variance 1.5 to sample 15 measurements. 
Then, we simulated the response variable Y using either Equations 3 
or 4. In both cases, we used the same parameters: �0 = 0, �W1 = 0.4, 
�W2 = −0.11, �B1 = 1, �B2 = 0, σu = 2 and �2

e
 = 0.5. Finally, for each simu-

lated dataset, we fitted three models: the matching and mismatching 
models (Equations 3 and 4) and a simpler linear model (Equation 2).

Based on these sets of simulations, we assessed the conse-
quences for model selection and quality of estimates of analysing 
the data with the mismatching equation. We used the Akaike in-
formation criterion (AIC) to compare matching, mismatching and 
linear models. This comparison allows us to check if a mismatch 
between the generating and analytical equations affects our ability 
to detect quadratic within- individual effects. When differences of 
AIC between the two models were below 2, we followed the prin-
ciple of parsimony, selecting the model with the lower number of 

parameters. To assess the effect of mismatches between generating 
and analytical equations on the quality of the estimates, we com-
puted bias by subtracting the estimated parameters from the true 
parameter values used to generate the data. Results were summa-
rized with violin plots to visualize both mean and dispersion of bias. 
We also computed the mean square error (MSE) which gives the ac-
curacy of the estimates, that is, combination of bias and precision to 
define the performance of an estimator. Finally, we computed the 
95% confidence interval coverage that is the proportion of confident 
intervals which include the true parameter value used to generate 
the data.

5.2 | Results

Quadratic models matching the equation used to simulate the data 
were always selected as the best of the three models (lowest AIC). 
Mismatching quadratic models were always rejected (∆AIC ≥144). 
However, simpler linear models were selected against a mismatch-
ing quadratic model in 3% of the data simulated with Equation 3 
and analysed with Equation 4 and in 38% of the data simulated with 
Equation 4 and analysed with Equation 3. This demonstrates that 
using a mismatched equation may lead to flawed inferences.

Regarding the performance of the estimators, no bias 
was observed when the equation used to generate the data 
matched the one used to analyse the data (Equation 3 bias 
�w1 = −0.0005[−0.027:0.024] and �w2 = – 0.0001[– 0.003:0.003], 
Equation 4 bias �w1 = −0.0009[−0.027:0.025] and �w2 = 
– 0.0001[– 0.012:0.013]) (Figure 5) and the 95% confidence inter-
val coverage reached their expected value, that is, 0.95. However, 
it should be noted that the performance of Equation 4 depends on 

F I G U R E  4   Theoretical effect of temperature (a) and body mass (b) on flying speed in a butterfly. These examples illustrate relationships 
following assumptions made by Equations 3 and 4 respectively. Variation in flying speed is due to both a within- individual effect, that 
is, effect of variation in temperature or body mass on individual performance, and an among- individual effect generated by variation in 
cohort (a) and size (b), for instance. In accordance with assumptions made by Equation 3, all individuals show the same relationship between 
flying speed and temperature. In other words, the effect of the temperature on flying speed is independent of the range of temperature 
encountered by each individual. In contrast, variation in flying speed according to body mass shows a strong individually specific response. 
Each quadratic pattern is centred on the mean body mass of each individual. In this case it is the mass deviation related to the individual 
optimum, not the absolute mass value, which is critical
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F I G U R E  5   Bias in the estimates of the within-  and among- individual effects from 1,000 datasets simulated and analysed by the two 
alternative quadratic equations of the within- centring method (data analysed with Equation 3 in black and Equation 4 in grey). Parameters 
include the intercept (beta0), the linear (W1) and the quadratic (W2) within- individual effect of X, and the linear among- individual effect (B1)

F I G U R E  6   Estimation of the quadratic within- individual effect for data simulated with Equation 3 (data squared and then centred 
with square of individual mean; panel a) and 4 (data individually centred then squared; panel; b). Each dot represents one observation per 
individual and the grey lines depict observed within- individual trajectories. For illustration, we show the row observations for only 10 
individuals. The green line shows the simulated within- individual effect and the blue and red lines show prediction of the within- individual 
effect estimated using the within- individual centring method according to Equations 3 and 4 respectively [Colour figure can be viewed at 
wileyonlinelibrary.com]

https://onlinelibrary.wiley.com/
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how accurately the average explanatory variable sampled for each 
individual corresponds to the true/biological average explanatory 
variable. When these quantities differ, for instance due to sampling 
bias, estimates of the quadratic within- individual pattern could be 
biased (Appendix S3).

Mismatch between the generating and analytical equations af-
fects both bias and precision of the estimates. When data were 
simulated with Equation 3 but analysed with Equation 4, estimates 
were unbiased on average but very imprecise. In particular, the lin-
ear and quadratic within- individual estimates showed poor perfor-
mance in this mismatching case (Figure 5; Figure S1) with a weak 
95% confidence interval coverage (0.40 and 0.76 respectively). 
Thus, using Equation 4 to study a process generated by Equation 3 
provide unbiased estimate in average but each single study might 
strongly mis- estimated the within- individual effect. When data 
were simulated with Equation 4 but analysed with Equation 3, 
the intercept was negatively biased and the quadratic within- 
individual effect was positively biased. Ninety- five per cent confi-
dence interval coverage was 0.89, 0.85 and 0 for intercept, linear 
and quadratic within- individual effect respectively. Although the 
quality of the estimates is affected differently depending on type 
of mismatch, using a mismatched equation may generally lead to 
strong mis- estimation of the within- individual pattern (Figure 6). 
Nevertheless, the among- individual effect was estimated with-
out bias and with a consistent precision and coverage regardless 
of the combination of generating and analytical equations used 
(Figure 5).

6  | THE SPECIFIC C A SE OF AGE 
TR A JEC TORIES WITH SELEC TIVE 
DISAPPE AR ANCE: WHICH EQUATION 
SHOULD BE USED?

The importance in distinguishing within- individual from among- 
individual effects in age- related pattern has been recognized 
for a long time (Forslund & Pärt, 1995; Nussey et al., 2008; Reid 
et al., 2003). Using the within- individual centring method for age- 
related pattern, the age effect is split into two terms: the average in-
dividual age whose associated slope estimates the among- individual 
effect (e.g. the effect due to selective disappearance of certain phe-
notypes), and the centred age (i.e. the difference between the age 
at time of measurement and the average age over all an individual's 
measurements), whose slope estimates the within- individual effect. 
We found that 27% of the studies using the within- individual cen-
tring method to investigate age- related patterns included a quadratic 
within- individual effect to account for the decrease in performance 
in late life due to senescence (Figure 1). Among them, all studies de-
scribing the method with enough detail used Equation 4, but none 
used Equation 3. Although Equation 4 has been applied systemati-
cally, this equation might not always be the most appropriate one 
to use especially when the focus is on the average within- individual 
age patterns.

When we compare the individual- trajectories predicted by the 
two equations, it appears that they differ substantially (Figure 7). 
Equation 3 assumes that the within- individual effect depends on 

F I G U R E  7   Age- related individual trajectories simulated according to Equation 3 (a) and Equation 4 (b). The five individual life histories are 
similar between the graphs in terms of the intercept and age range. Equation 4 assumes that the age pattern of an individual dying at 5 years 
old is similar to the age pattern between 6 and 10 years old of an individual dying at 15 years old (black dot with associated age- related 
changes)
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the absolute age. All the individuals follow the same general pat-
tern, that is, individual trajectories are parallel, among- individual 
differences being limited to variation in average performance (in-
dividual random intercept). Consequently, Equation 3 assumes a 
fixed age of onset and rate of senescence estimating a general 
senescence pattern (Figure 7a). In contrast, Equation 4 assumes 
that the within- individual effect depends on the relative age (age 
deviation relative to the individual mean). For instance, Equation 4 
assumes that the age trajectory of individuals dying at 5 years old 
(xj = agej = 3) is similar to the age pattern between 6 and 10 years 
old of an individual dying at 15 years old (xj = agej = 8), because 
in both cases the age- related changes are the same, ranging from 
−2 to 2 (Figure 7b). Consequently, Equation 4 assumes a fixed rate 
but a variable age at onset of senescence that is proportional to 
longevity.

Although both equations allow modelling some individual 
variation in the age trajectories, neither of them allows a realis-
tic description of among- individual variation in ageing pattern. 
Equations 3 and 4 represent two extreme biological processes dif-
fering by whether age is treated absolutely (chronological age) or 
relatively (biological age). In nature, senescence patterns are prob-
ably a mix of both chronological and biological ageing, although 
chronological ageing is likely dominating (Hammers et al., 2012; 
Hayward et al., 2015). Most importantly, the proper investiga-
tion of individual variation in individual ageing trajectories re-
quires more flexible models including random slopes, although 
enough data should be available to correctly estimate them (see 
Dingemanse & Dochtermann, 2013; Nussey et al., 2007; Westneat 
et al., 2020).

Most of studies using the within- individual centring for age- 
related variable focused on the average within- individual change, 
not on the individual variation in the individual trajectories (e.g. 
Evans et al., 2011; Reichert et al., 2020; Vedder et al., 2014; Verhulst 
et al., 2014). Average within- individual change predicts the perfor-
mances of a known- age individual taken randomly from the pop-
ulation. In that context, Equation 3 should be used because the 
research objective is framed in terms of absolute age. Furthermore, 
age- related patterns are generally dominated by the effect of abso-
lute age, instead of relative age, suggesting that Equation 3 is likely 
more suitable for the investigation of age trajectories (Hammers 
et al., 2012; Hayward et al., 2015). However, Equation 4 considering 
a relative age process might still be suitable in specific cases and 
we stress that the choice of the equation used depend on the exact 
research question and the expected data generating process (see the 
recommendations in Section 8).

In the context of age patterns, the among- individual effect may 
be generated by both selective appearance and disappearance 
effects (van de Pol & Verhulst, 2006). Furthermore, the stochas-
tic nature of mortality weakens the relationship between age of 
death and the average individual performance. These processes 
make the estimation of the within-  and the among- individual ef-
fects more complex than what we simulated previously. Thus, 
we run additional simulations to investigate the performance of 

Equations 3 and 4 in estimating correctly the within and among 
individual patterns in the particular case of age, when these pro-
cesses are acting together.

7  | SIMUL ATION OF QUADR ATIC 
AGE TR A JEC TORIES WITH SELEC TIVE 
DISAPPE AR ANCE

Here we assess the robustness of Equations 3 and 4 in distinguish-
ing within-  from among- individual effect for age- related pattern in 
the presence of selective disappearance, the most frequent process 
generating among individual patterns in age- related traits (Nussey 
et al., 2008; van de Pol & Verhulst, 2006). We generated age- related 
data simulating selective disappearance instead of using Equations 3 
or 4 as in Section 5. None of the equations thus perfectly match the 
generating process. Given that a strong predominance of the effect 
of absolute age versus relative age effect was reported in previous 
studies (Hammers et al., 2012; Hayward et al., 2015) we limited our 
simulations to an absolute age process with selective disappearance.

7.1 | Methods

We simulated individual age- related trajectories using the following 
equation:

Where yij is the response of individual i at occasion j, �0 = 0 is the in-
tercept, �w1 = 0.8 and �w2 = −0.06 are the linear and quadratic within- 
individual effects respectively, uj is deviation from the intercept for 
individual j assumed to be drawn from a normal distribution with zero 
mean and among- subject variance �2

u
 = 2, and eij is the residual error 

assumed to be drawn from a normal distribution with zero mean and 
variance �2

e
 = 1. We assumed that the within- individual age effect is 

generated by an absolute process since the response variable (Y) 
depends directly of age. To simulate an among- individual effect, we 
generated the selective disappearance of frail individuals simulating 
age of death as a function of the individual- specific deviation in the 
response variable (uj). This differential survival among individuals in 
relation to their age- independent performance corresponds to what 
has been reported by empirical studies as individual quality (McCleery 
et al., 2008; Pigeon et al., 2017; Vedder & Bouwhuis, 2018). We sim-
ulated individual survival using a Bernoulli distribution with an annual 
individual survival probability of ilogit(uj/2 + 1.5). Individuals with 
negative deviation, that is those with lower performances, also have 
lower survival prospects (see Appendix S4 for the code used). In con-
trast with data simulated with Equations 3 and 4, here the longevity 
is correlated with performance only in a probabilistic framework. An 
individual with low performance, and thus poor survival prospect, may 
still by chance reach a high longevity due to stochastic realization of 
survival. Using the procedure described above, we simulated 1,000 

yij = �0 + �w1ageij + �w2age
2
ij
+ uj + e0ij ,
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datasets with perfect detection, each consisting of 50 individuals. We 
analysed these datasets assessing the relationships between the re-
sponse variable and age with both Equations 3 and 4 and computed 
bias and MSE as explained in Section 7.1. Finally, because detection is 
often imperfect, we performed the same simulation analysis but with 
individual recapture probability set to 0.5 and to 0.2 instead of 1.

7.2 | Results

Results showed that Equation 3, but not Equation 4, is suitable for the 
investigation of quadratic age patterns when the within- individual 
effect is generated by the absolute age and that the among- 
individual effect is generated by selective disappearance. Only 
Equation 3 provided unbiased estimates of both linear and quadratic 
effects (for recapture rate = 1, bias �w1 = – 0.818[– 0.860:– 0.763] 
and �w2 = – 0.0001[– 0.006:0.006]) (Figure S2). When using 
Equation 4, the linear within- individual age effect was strongly 
bias but the quadratic effect was not (for recapture rate = 1, bias 
�w1 = −0.818[−0.860:−0.763] and bias �w2 = – 0.0002[– 0.008:0.008]; 
Figure S2). Using Equation 4 instead of Equation 3 for describing av-
erage individual age- related trajectory led to flawed inferences with 
a strong overestimation of senescence (earlier onset and higher rate, 
Figure S3). Since real data often show incomplete histories of indi-
vidual trajectories, that is, detection probability is typically lower 
than 1, we reassessed the performance of these models considering 
incomplete individual capture histories. Results show that missing 
information within the lifetime of an individual does not change the 
respective performance of the models previously considered, but 
increases uncertainty for all parameters. Even when the detection 
probability is very low, that is, 0.2, leading to very patchy capture 
histories for each individual, the within- individual centring estimates 
from Equation 3 are accurate whereas those from Equation 4 are 
consistently biased (Figure S2 and S4).

Given that the simulations are based on an absolute quadratic 
age effect, it is not surprising that Equation 3 performed better than 
Equation 4. However, previous simulations (Section 5) indicated that 
Equation 4 provided unbiased but imprecise estimates when fitted on 
data generated by Equation 3. Here, Equation 4 provided biased esti-
mates for the linear age effect. Even if these data have not been gen-
erated from Equation 3, they are satisfactorily modelled by Equation 3 
indicating that this equation is robust to the presence of selective dis-
appearance and to the stochasticity generated by the survival process.

8  | CONCLUSION AND 
RECOMMENDATIONS

The within- individual centring method should be used with caution 
for nonlinear relationships. We showed that two different equations 
allow estimating within- individual quadratic relationships and that 
each equation makes different assumptions about the shape of the 
individual pattern. The choice of using one equation instead of the 

other should depend upon the biological process investigated. We 
provide the following guidelines:

Step 1: Determine if the research interest is on the among- 
individual variation in the within- individual effect (e.g. 
individual variation in reaction norm) or on the average within- 
individual effect (e.g. the average reaction norm). In the first 
case, more sophisticate models including random slopes for 
the within- individual effect are required (see Dingemanse & 
Dochtermann, 2013; Nussey et al., 2007; Westneat et al., 2020). 
In the second case, go to the next step.
Step 2: Make an educated guess whether the within- individual 
effect is generated by an absolute or relative process (see exam-
ples in Section 4). In case of absolute process, use Equation 3. In 
case of relative process, use Equation 4. When the knowledge of 
the study system does not allow to address this issue, see step 3.
Step 3: When it is impossible to decide whether to use Equations 
3 or 4, comparing the fit of both equations within a standard 
model selection framework would determine which equation 
fit the data best. However, as always in statistic, a fit of model 
to the data does not necessarily mean the analysis model is the 
generating process.
Step 4: If Equation 4 is used, the estimates from the model will be 
unbiased only if the average explanatory variable sampled for each 
individual match the average condition in the generating process 
(see Appendix S3). This could be difficult to assess in practice and 
thus estimates obtained using Equation 4 should be interpreted 
and discussed cautiously in full knowledge of the situation.
Step 5: When reporting results, be transparent about the decision 
to fit one equation instead of the other. Make explicit the assump-
tions and constraints involved, and interpret the results accordingly.
Note that in the case of age pattern, an alternatively method to 

disentangled within from among individual effect is the use of age at 
first and last reproduction as fixed covariates in addition to the age 
to model explicitly selective appearance and disappearance respec-
tively (van de Pol & Verhulst, 2006). This method, which is essentially 
a reparameterization of Equation 3b (see Appendix S5), allows esti-
mating average within- individual pattern distinguishing the selective 
appearance and disappearance. Furthermore, this method facilitates 
the implementation of threshold models (e.g. Fay et al., 2021), which 
have been claimed to be more suitable than polynomial models 
for the investigation of ageing patterns (Berman et al., 2009; Froy 
et al., 2017; Murgatroyd et al., 2018; Rodríguez- Muñoz et al., 2019).

Using the within- individual centring approach with polynomial 
terms requires large sample sizes at the individual level to be able to 
properly assess the linear and quadratic patterns both at the with-
in-  and among- individual levels. Even if the simulations showed no 
biases when matching equations were used, it should be noted that 
we used datasets with numerous repeated measures (15 observa-
tions per individual). The biases and reliability of within- individual 
centring with quadratic patterns have not yet been properly as-
sessed and we urge researchers to consider their sample size and 
data structure before using this type of approach. In any case, when 
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using the within- individual centring for nonlinear relationships, the 
equation used should be chosen carefully in order to run meaningful 
analyses. In line with Westneat et al. (2020), we stress that it is criti-
cal to have a clear understanding of the equation used to ensure that 
the assumptions made by a statistical model (using within- individual 
centring or not) match the biological process investigated. We en-
courage the use of the within- individual centring method and pro-
mote its relevant application for nonlinear relationships.
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