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Acceptability judgments have been an important tool in language research. By asking a 
native speaker whether a linguistic token is acceptable, linguists and psycholinguists can 
collect negative evidence and directly test predictions by linguistic and psycholinguistic 
theories, which provide important insight into the human language capacity. In this paper, 
we first give a brief overview of this method including: (1) the linking hypothesis for this 
method, (2) the controversy about the test, and (3) limitations of the current analysis of 
the results. Then, we propose a new way of analyzing the data: Signal Detection Theory. 
Signal Detection Theory has been used in many other psychological research areas such 
as recognition memory and clinical assessments. In this paper, using two examples, 
we show how Signal Detection Theory can be applied to judgment data. The benefits of 
this approach are that it can: (1) show how well participants can differentiate the acceptable 
sentences from unacceptable ones and (2) describe the participant’s bias in the judgment. 
We conclude with a discussion of remaining questions and future directions.

Keywords: signal detection theory, acceptability judgments, d-prime, response bias, one-factor design, 
two-factor design

A BRIEF OVERVIEW OF ACCEPTABILITY JUDGMENTS

One important type of linguistic data comes from judgments of the well-formedness of linguistic 
stimuli. An early justification for the use of judgments comes from Chomsky (1957, p.  13), 
in which it is stated that “[t]he  fundamental aim in the linguistic analysis of a language L is 
to separate the grammatical sequences which are the sentences of L from the ungrammatical 
sequences.” In this view of language research, grammar is not a set of rules which passively 
describe what has been seen in a language, but can be  viewed as a system for evaluating 
sequences and making clear predictions regarding what is allowed or disallowed in a language. 
This makes the linguistic theory falsifiable. Different from methods such as corpus analysis, 
which can show what structures are possible in a language, linguistic judgments may also 
reveal what structures are disallowed. These judgments therefore provide negative evidence 
and allow researchers to directly test predictions regarding what forms a grammar generates 
and which it does not. Compared to observational data which should not be  altered, linguistic 
judgments can be  elicited to target specific hypothesis in a systematic manner.

When judgments were first collected to elicit linguistic intuitions, the procedure was quite 
informal. These took the form of grammatical judgments. To collect grammatical judgments, 
linguists would ask their fellow linguist to judge whether a sentence is grammatical or not. 
Based on this judgment, they would conclude whether a grammatical principle was supported 
or falsified. The reason the procedure involved querying fellow linguists is because a linguist 
is tuned to detect subtle grammatical differences and can separate syntactic factors from other 
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influences such as semantics and pragmatics. However, this 
informal procedure has several potential problems. First, the 
judgment is based on very limited stimuli which can be  as 
few as one or two token examples (e.g., Who do you  think 
that left for the so-called “that-trace” effect; Perlmutter, 1968). 
Validating a grammatical principle with such a limited sample 
can be problematic because the generalizability of the judgment 
across different items is unknown. Second, there may be  some 
implicit bias in the judgment because linguists’ judgments may 
be  unconsciously influenced by the theory they know. Third, 
it is unclear whether the judgment from a single person can 
be  generalized to the entire population. Fourth, without a 
standard procedure, the stimuli could be created with different 
standards by different linguists. Some linguists may compare 
only minimal pairs. For example, when comparing the well-
formedness of prenominal modifiers of different verbs, they 
may test the fallen boy compared to the jumped boy, changing 
only the critical past participle in the sentence. Others may 
compare the fallen leaf with the laughed boy. Changing the 
noun in the phrase could introduce potential confounds. Because 
of these problems, the reliability of grammatical judgments 
elicited as described here has been questioned (Schütze, 1996; 
Edelman and Christiansen, 2003; Wasow and Arnold, 2005; 
Culicover and Jackendoff, 2010; Gibson and Fedorenko, 2010).

To increase reliability, some researchers advocate using formal 
procedures that are standardly used in psychology to collect 
linguistic judgment data (Schütze, 1996; Ferreira, 2005; Culicover 
and Jackendoff, 2010; Gibson and Fedorenko, 2010; i.a.). In the 
formal procedure, there need to be  multiple items for the same 
condition with careful controls for potential confounds, and the 
data are usually collected from several naïve participants who 
have limited to no exposure to linguistic theory. This formal 
procedure will increase the sample size of participants and items, 
will better control for confounds, and avoids bias based on 
adherence to a particular linguistic theory. While the reliability 
of the informal procedure has been much debated (Gibson and 
Fedorenko, 2010; Sprouse and Almeida, 2012; Gibson et  al., 
2013a,b), it has been shown that acceptability judgments are 
generally reliable when formal data collection procedures are used 
that conform to the standards of experimental psychology (Langsford 
et  al., 2018; Linzen and Oseki, 2018). Therefore, in this paper, 
we  restrict our discussion to formal data collection procedures.

However, it is a misnomer to call the data collected using 
these experimental standards for collecting data as grammaticality 
judgments. From a theoretical perspective, naïve participants may 
not be  able to separate syntactic factors from other factors such 
as frequency and plausibility. Their judgments are not based 
solely on the grammaticality of the stimuli. From a practical 
perspective, if the participants are asked to judge grammaticality, 
they are likely to judge the stimuli based on the prescriptive 
grammar they learned in school rather than providing their 
intuition about the well-formedness of the stimuli. The better 
practice may be  to ask participants about the acceptability of 
the stimuli rather than their grammaticality. In asking participants 
about acceptability, the judgments may be  influenced by factors 
other than the grammaticality of the stimuli, such as frequency, 
plausibility, pragmatics as well as processing difficulty and processing 

accuracy. Therefore, it is more appropriate to refer to these 
judgments as acceptability judgments.

Acceptability judgments differ from grammaticality judgments 
in an important way: grammaticality reflects the nature of the 
linguistic stimuli while “acceptability is a percept that arises 
(spontaneously) in response to linguistic stimuli that closely 
resemble sentences” (Schütze and Sprouse, 2014). On this view, 
acceptability is no different from other percepts such as loudness 
or luminance. One important feature of human perception is 
that it is never perfect. There is always noise in the perceptual 
data and in perceptual systems. Indeed, if we  ask the same 
participant to judge different items in the same condition or 
if we ask different participants to judge the same item, we would 
not necessarily expect the same response from every participant 
on every item. If we  look at the results from studies that test 
the reliability of acceptability judgments, we  can see that there 
is indeed between-subject and between-item variability (e.g., 
Langsford et  al., 2018).

This noise can come from many different sources. As 
we  mentioned above, many factors can influence the perception 
of the acceptability of a sentence, for example, plausibility, 
frequency, etc. If the event described in a sentence is less plausible, 
a participant may judge it to be  less acceptable although the 
sentence is perfectly grammatical. Such factors are based on 
participants’ unique linguistic and nonlinguistic experiences and 
differ from person to person. They can be controlled as a whole 
with norming studies but are hard to eliminate for individual 
participants. As a result, there will be  variability in judgments 
at individual participant and individual item level. In addition, 
processing difficulty can also influence the acceptability of a 
linguistic stimulus. For example, a garden-path sentence such 
as “The horse raced past the barn fell” may be  judged as 
unacceptable although it is not ill-formed. This is because this 
sentence is hard to parse and the participant may have a hard 
time building the correct representations of the sentence and 
therefore will interpret difficulty of processing as evidence for 
ungrammaticality (Ferreira and Henderson, 1991). Finally, as 
Gibson et al. (2013a) have argued, input to our language processing 
mechanisms is not error-free. A participant could provide a 
judgment based on an input that is not entirely consistent with 
the stimuli. For example, a participant may misread a sentence 
because the form of a sentence does not conform to his/her 
predicted structure and judge an ungrammatical sentence to 
be  grammatical as a result. These are inherent features of our 
language processing mechanisms and cannot be eliminated either. 
As none of these sources of noise can be  eliminated, there will 
always be  some variance in acceptability judgments.

Another important feature of perception is that there can 
be  some biases in the response. In cases when the stimuli are 
entirely unacceptable, bias may not be  a concern; presumably, 
nobody will judge a random sequence of words as acceptable, 
for example. However, in less clear cases, the response bias 
may have impact on the data. Some participants may be reluctant 
to judge a sentence as unacceptable and therefore will have 
a bias to say yes. Other participants may tend to be  very 
strict and judge anything that sounds a bit odd to them to 
be  unacceptable (no matter whether it is the form of the 
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sentence, the plausibility of the scenario, or other reasons). 
These participants have a bias to say no. These biases can 
reduce the difference between theoretically unacceptable and 
acceptable stimuli and therefore need to be  taken into 
consideration in the data analysis models.

Acceptability judgment data are usually analyzed using some 
type of significance test, for example, t-test (e.g., Clifton et  al., 
2006; Sprouse, 2011; Sprouse et al., 2013; i.a.) and mixed effect 
models (e.g., Gibson et  al., 2013b; Sprouse et  al., 2013, i.a.)1. 
With these tests, a single value of p would tell us whether 
we  should reject the null hypothesis and adopt the alternative 
hypothesis, i.e., these two samples are significantly different 
from each other. Because these tests compare two samples, 
some variability is assumed in the data. Therefore, noise is 
not a problem for these models.

However, these significance tests do not have a built-in 
mechanism to model response biases. T-tests which care about 
the sample means could be  impacted by the bias because the 
bias may dilute the differences between the two samples. Mixed-
effect models can capture the variability at the participant level 
if a participant random effect is added to the statistical model, 
but this is still different from modeling response bias2. Response 
biases are not merely random variability across participants. 
Instead, they are systematic and reflect the criterion a participant 
sets, i.e., the threshold to judge a stimulus as acceptable. The 
information of the criterion is overlooked in these significance tests.

In addition to the inability to model biases, there is another 
factor we  need to consider regarding the use of significance 
tests to evaluate judgment data: How should we  interpret any 
significant results from these models? For example, if the 
mean of one condition is 0.5 and another is 0.6, given a 
large sample size, it is likely that a significance test would 
give a value of p that is below our predetermined alpha-level 
(say, 0.05). Does this significant result mean anything? We could 
easily run into the standard caveat of significance testing, i.e., 
the statistical significance may not be  meaningful given our 
theory. One solution to solve this problem is to calculate the 
effect size. This can be  straightforward with the t-test but 
quite complex in mixed-effect models which are more appropriate 
for tests with multiple subjects and items (Westfall et al., 2014; 
Brysbaert and Stevens, 2018).

In this section, we  gave a brief overview of acceptability 
judgment in language research. We  discussed the linking 

1 An anonymous reviewer pointed out that in the discussion of statistical methods, 
one method that is worth mentioning is Bayesian statistics. Bayesian statistics 
provides a probability distribution over hypotheses. It can be  especially useful 
when we  want to integrate prior beliefs into the analysis. However, it shares 
some limitation with frequentist tests when modeling perpetual data (e.g., it 
does not have an explicit way to quantify bias).
2 An anonymous reviewer pointed out that a random intercept can provide 
some insights on bias by showing that “the acceptability judgment value never 
goes below a certain threshold for a given subject.” However, there are two 
limitations with this random intercept argument. First, the inference concerning 
bias is indirect (we need to compare the intercept with some value that must 
be separately calculated). Second, when the subject effect is treated as a random 
effect, it is essentially seen as variance that researchers do not care about 
(compared to a main effect). However, bias is not random noise: as we  discuss 
in this paragraph, bias reflects the decision criterion of a participant.

hypothesis for using acceptability judgments to study language 
and we  also briefly reviewed the nature of judgment data. In 
the remainder of this paper, we  discuss an alternative method 
of analyzing the acceptability judgment data, i.e., signal detection 
theory, which models the size of the effect directly and offers 
a straightforward measure of bias. In the section “Signal 
Detection Theory and Acceptability Judgments,” we  explain 
SDT and how it can help us better understand the acceptability 
judgment data. In the sections “Signal Detection Theory and 
One-Factor-Design Experiments” and “Signal Detection Theory 
and Two-Factor-Design Experiments,” we provide two examples 
of the application of SDT to acceptability judgment. And in 
the final section, “Discussion and Future Directions,” we discuss 
some remaining questions and future directions.

SIGNAL DETECTION THEORY AND 
ACCEPTABILITY JUDGMENTS

Signal Detection Theory (SDT) was originally designed to 
describe the ability of an observer to decide whether the source 
of a voltage change is noise or signal plus noise (Peterson 
et  al., 1954). Soon afterward, it was adopted by cognitive 
scientists to measure human decision making in perceptual 
studies (Tanner and Swets, 1954; Swets et  al., 1961). SDT 
assumes that performance is not perfect and describes how 
well observers can discriminate or recognize certain signals 
given the background noise. For example, in recognition memory 
studies, participants need to decide if a specific stimulus has 
been presented or not (old or new). There is some ambiguity 
in this decision, so that given the same stimulus, a participant 
may judge it as either old or new. SDT captures sensitivity 
in discriminatory ability so that higher sensitivity means the 
participant is better able to discriminate old from new items.

SDT has also been adopted in language research by 
psychologists and linguists to investigate speech perception. 
In speech perception studies, participants may be  asked to 
categorize sounds according to whether they belong to a certain 
category or if two sounds are different from each other, 
corresponding to two commonly used paradigms, “yes-no” and 
“ABX.” In a study making use of the “yes-no” paradigm, 
participants decide whether a single signal “A” is present. In 
the “ABX” paradigm, the two sounds being discriminated (“A” 
and “B”) are followed by a repetition of one of them, and 
participants are asked to decide whether “X” is the same as 
“A” or “B.” Participants’ ability to discriminate the sounds is 
described by a sensitivity measure. In the design, the stimuli 
“A” and “B” can be a fixed standard or “roving” on a continuum. 
Participants’ strategy may change accordingly: With a fixed 
standard, they may first categorize the stimulus and then 
compare the categories, and with a “roving” standard, participants 
may apply a threshold to compare the stimuli and decide if 
they are different enough to be  labeled as such. With different 
strategies, the calculation of discrimination sensitivity also may 
differ (Macmillan et al., 1977; Macmillan and Creelman, 2004).

It has been argued that acceptability judgments are a reported 
perception of acceptability (Chomsky, 1965; Schütze, 1996; 
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Sprouse and Almeida, 2012). In acceptability judgment studies, 
participants receive a sensory input in the form of a linguistic 
sequence and are asked to decide whether the sequence is 
acceptable. This is similar to perceptual studies in other domains, 
for example, recognition memory studies mentioned above. 
The SDT was previously adopted by Achimova (2014) to analyze 
acceptability data related to quantifier scope but the work does 
not discuss why SDT is appropriate for judgment data, nor 
does it mention how the different metrics were calculated. In 
this section, we  show why SDT is appropriate for analyzing 
acceptability judgments and we  describe some advantages of 
using this method as well as different measures in SDT.

As was discussed in the section “Signal Detection Theory 
and Acceptability Judgments,” acceptability judgments assume a 
single underlying construct, i.e., acceptability. Participants need 
to make a decision regarding this construct: whether a sentence 
is acceptable or not3. For a single category, there is a probability 
distribution of judgments along the dimension of this construct. 
As there are two categories of stimuli, acceptable and unacceptable, 
there are two probability distributions that differ from each other. 
If we  use the x-axis to represent the rating of the items and 
the height to represent the probability of the rating, we  will see 
two distributions similar to those in Figure  1. Because there is 
some noise in decision making (participants may not always 
be  able to tell if a sentence is acceptable or not due to various 
sources of noise), there is an overlapping area in these two 
distributions. In Figure  1, for example, an item that receives an 
average rating of 0.2 is likely to be an unacceptable item whereas 

3 An anonymous reviewer has pointed out that acceptability is gradient rather 
than binary. To clarify, when we  talk about binary decisions, we  refer to the 
nature of the task (i.e., in the judgment study, the participants are asked to 
judge if a stimulus is acceptable). This does not require the underlying construct 
to be  binary. To make binary judgments on a continuous underlying construct, 
the participant must decide on a threshold beyond which all the stimuli are 
acceptable and below which all the stimuli are unacceptable. This is how a 
continuous underlying construct can be  measured with a binary decision. This 
follows the same logic as tasks in memory research in which the participant 
judges the familiarity of the stimuli (continuous) by providing binary judgments 
(if the stimuli have been seen before).

an item that receives an average rating of 0.8 is likely to be  an 
acceptable item. If an item receives an average rating of 0.5, it 
is equally likely to be  an acceptable or unacceptable item.

Instead of focusing on the distributions of the ratings as 
significant tests usually do, SDT evaluates the type of decision 
being made. From the perspective of signal detection theory, 
in an acceptability judgment experiment, there are two types 
of stimuli and two possible decisions4. This creates four logical 
combinations. If the stimulus is predicted as acceptable by a 
linguistic theory and is judged as acceptable, it is a hit (i.e., 
true positive). If the stimulus is predicted as acceptable by a 
linguistic theory and judged unacceptable, it is a miss (i.e., 
false negatives). If the stimulus is predicted as unacceptable 
by a linguistic theory but judged as acceptable, it is a false 
alarm (i.e., false positives). If the stimulus is predicted as 
unacceptable by a linguistic theory and judged as unacceptable, 
it is a correct rejection (i.e., true negative). There are thus two 
types of correct responses and two types of errors. Table  1 
is a summary of these four types of outcomes.

After categorizing the responses, we  can calculate the 
likelihood ratio of each category. For example, the hit rate 
(H) is the proportion of acceptable trials to which the participant 
responded “acceptable.” False alarm rate (F) is the proportion 
of unacceptable trials to which the participant responded 
“acceptable.” Assuming that hit is 20, false alarm is 10, miss 
is 5, and correct rejection is 15 (see Table  2), hit rate is 20/
(20  +  5)  =  0.8 and false alarm rate is (10/10  +  15)  =  0.4.

 d z H z F’ = ( ) - ( )  

The measure of participants’ ability to distinguish between 
the stimuli (sensitivity, d’) is defined by the inverse of the 
normal distribution function of H and F (Green and Swets, 
1966). In the example above, z(H) is 0.842, z(F) is −0.253, 
and d’ is z(H)  −  z(F) which is equal to 1.095. The sensitivity 
reflects the distance between the acceptable and unacceptable 
distributions (Figure  2). The larger this number is, the higher 
the sensitivity (the more distant the two distributions).

4 Bader and Häussler (2010) show that gradient judgment data and binary 
judgment data are highly correlated. Therefore, in this paper, we  adopt the 
binary task which makes the data structure simple and straightforward. An 
anonymous reviewer pointed out that “there are self-evident judgments, whose 
replication/correlation across different elicitation techniques is unsurprising, and 
then there are potentially questionable judgments, which may introduce some 
variation across techniques/samples”. In Bader and Häussler (2010), many 
different phenomena were tested and in their results, it is clear that the judgments 
are not polarized (which is what we  would expect if the sentences are cleared 
acceptable or unacceptable). Therefore, Bader and Häussler (2010) did not only 
test self-evident judgments.

FIGURE 1 | Visual illustration of the probability distributions.

TABLE 1 | Categories of judgments based on SDT.

Signal

Acceptable Unacceptable

Response Acceptable Hit False alarm
Unacceptable Miss Correct rejection
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In addition to measuring participants’ sensitivity with respect 
to discriminating the two sets of stimuli, we  can also quantify 
the bias of participants. Bias is caused by participants’ tendency 
to give one type of response, either “yes” or “no.” As we discussed 
in the section “Signal Detection Theory and Acceptability 
Judgments,” if a participant is reluctant to say any sentence 
is unacceptable, that participant has a “yes” bias; if a participant 
tends to say any sentence is unacceptable, that participant has 
a “no” bias. There are many different ways to quantify bias, 
for example, criterion location (c), relative criterion location 
(c’), and likelihood ratio (beta). The comparison among these 
three indices is too technical and beyond the scope of this 
paper. Here, we use criterion location (c) for illustration purpose. 
This is because this measure depends monotonically on H 
and F in the same direction and it is independent of sensitivity 
d’ (Stanislaw and Todorov, 1999; McNicol, 2005). However, 
whether it is the best measure of bias for acceptability judgment 
is an empirical question that needs further investigation.

 c z H z F= - ( ) + ( )( )1

2

Criterion location is defined as the negative value of half of 
the sum of z(H) and z(F). Conceptually, it describes the distance 
between the selection criterion (the threshold for giving a certain 
type of response) and the midpoint of the two distributions. 
When the false alarm and miss rates are equal, c equals 0; when 
false alarm rate is smaller than misses, c is positive and vice 
versa. For example, in Figure  3, the threshold is set to 0.2. Any 
rating higher than 0.2 is judged acceptable and anything lower 
than 0.2 is judged unacceptable. If the left curve represents 
unacceptable stimuli and the right curve represents acceptable 
stimuli, the area A1 (the red shaded area) represents the probability 

of the correct rejection, A2 (the blue shaded area) represents 
the probability of the false alarms, A3 (the green shaded area) 
represents the probability of miss, and A4 (the gray shaded area) 
represents the probability of hits. In Figure  3, the false alarm 
area is larger than the misses (A1 > A3), and the bias is negative. 
This means that the participant has a “yes” bias (is more likely 
to judge the stimuli as acceptable rather than unacceptable 
regardless of the properties of the stimuli). In the example of 
Table  2, c is −0.294. That is a “yes” bias.

SDT is not merely an alternative statistical analysis to 
acceptability judgment data. It is a different way to think about 
acceptability judgments. Significance tests assess whether the 
two samples tested are from the same underlying distribution. 
This may create an illusion that we  are testing the nature of 
the linguistic stimuli, that is, whether the stimuli are acceptable 
or not. However, acceptability is not a reflection on the nature 
of the stimuli. Rather, it reflects how these stimuli are perceived. 
Therefore, what is tested should not be  whether these two 
sets of stimuli come from the same underlying distribution. 
Rather, the question should be  whether the two sets of stimuli 
are perceptually differently. SDT is designed to address the 
latter while significant tests address the former.

SIGNAL DETECTION THEORY AND 
ONE-FACTOR-DESIGN EXPERIMENTS

In this section, we provide a concrete example of the application 
of SDT to acceptability judgments with a one-factor design. The 
data are taken from a study in Huang (2018)5. The aim of the 
study was to investigate one of the unaccusative diagnostics – 
the -er nominalization (nominalizing a verb by adding the -er 
morpheme, e.g., run -  >  runner). The Unaccusative Hypothesis 

5 The description in this section is an oversimplification of the actual study. 
The original data were based on a 7-point scale. We  split the data into binary 
choices at the midpoint (any score below 4 is transformed to 0 and the rest 
is 1). We  only took a subset of the data for illustration purpose. We  do not 
intend to make any theoretical conclusion.

TABLE 2 | A toy example of judgment data with number of participant 
responses in each of the four categories defined by the signal detection analysis.

Hit 
(20)

False alarm 
(10)

Miss 
(5)

Correct rejections 
(15)

FIGURE 2 | Visual illustration of d’. FIGURE 3 | Visual illustration of c.
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claims that there are two types of intransitive verbs. The subject 
of the unergative verb (e.g., run) is base-generated as the external 
argument, whereas the subject of the unergative verb (e.g., arrive) 
is originally generated as the internal argument (Perlmutter, 1978; 
Maling et al., 1986). Fabb (1984) has argued that -er nominalization 
only applies to a verb that has an external argument. Therefore, 
−er nominalizations should be  possible for unergative verbs and 
not unaccusative verbs. Based on the theory, we  can construct 
a study to test if English speakers can distinguish unaccusative 
verbs and unergative verbs using -er nominalizations. In Huang 
(2018), each participant was given a list of unaccusative and 
unergative verbs with the -er nominalization (e.g., runner versus 
arriver, where presumably arriver seems unacceptable) and was 
asked to judge if the word was an acceptable English word. For 
the purposes of this exercise, we  use a subset of the data only. 
In this subset, there were 30 unaccusative verbs and 30 unergative 
verbs with an -er nominalization. All the items were judged by 
20 native English speakers who were naive with respect to the 
linguistic and psycholinguistic theories. Unaccusativity of the verb 
was the only factor manipulated in the study, and it had two 
levels: unaccusative and not unaccusative (i.e., unergative).

Overall Sensitivity and Bias
To assess whether the unaccusative and unergative conditions 
are perceived differently, we  can calculate the overall sensitivity 
and bias based on the collective judgments. This means that 
we  ignore individual differences across items and participants. 
To calculate sensitivity and bias, first we  need the frequency of 
each type of judgment. Those frequencies are given in Table  3.

As we  explained above, the unergative condition should 
be  judged as acceptable and therefore, the acceptable responses 
are hits and the unacceptable responses are misses. There are 
526 hits and 74 misses. The unaccusative condition should 
be  judged unacceptable and therefore the acceptable responses 
are false alarms and the unacceptable responses are correct 
rejections. There are thus 331 correct rejections and 269 false 
alarms. The data are summarized in Table  4.

As shown in the section “Signal Detection Theory and 
One-Factor-Design Experiments,” hit rate (H) is Hit/(Hit+Miss) 
which is 526/(526  +  74)  =  0.88. False alarm rate (F) is False 
alarm/(False alarm+Correct rejection) which is 269/
(269  +  331)  =  0.45. Based on the hit rate and the false alarm 
rate, we can calculate d’ (sensitivity) and c (bias). The sensitivity 
d’ is z(H)  −  z(F)  =  1.158  −  (−0.130)  =  1.288. The bias c is 
−½(z(H) + z(F)) = −0.5*(1.158–0.130) = −0.514. In the context 
of the study, the value of d’ is the distance between the 
unaccusative and unergative distributions, which is 1.288. This 
is a non-zero value, meaning that participants were able to 
discriminate unaccusative and unergative stimuli (the perceptual 

distance between the unaccusative and unergative stimuli is 
not zero). The negative bias means that the participants (as 
a whole) have a bias to judge the stimuli as acceptable.

However, before we  reach any strong conclusion, we  would 
want to ask if the d’ and bias we  estimated from our data 
reflect the true underlying parameters. Gourevitch and Galanter 
(1967) provided a way to calculate the variance of d’ and c 
by using an approximation. The variance of d’ can be calculated 
by the equation below:

 var d
H H

N H

F F

N F
’( ) = -( )

( )éë ùû
+

-( )
( )éë ùû

1 1

2
2

1
2

F F

where N2 is the number of signal trials and N1 is the number 
of noise trials. Φ(H) is the height of the normal density function 
at z(H).

As we  have calculated, H is 1.158 and F is −0.130. Based 
on the equation above, Φ(H) is 0.204 and Φ(F) is 0.396. Var(d’) 
is 0.00697. The standard error is the square root of the variance: 
0.083. The 95% confidence interval is 1.96 standard errors above 
and below the estimated d’ and therefore is 1.288  ±  1.96*0.083, 
that is (1.12, 1.45). This means that we  can be  95% confident 
that the true d’ is between 1.12 and 1.45. Critically, this interval 
does not contain 0. Therefore, the participants were able to 
discriminate the unaccusative stimuli from the unergative stimuli 
in the study based on the nominalization test.

The variance of bias is a quarter of the variance of d’ 
(Macmillan and Creelman, 2004). Therefore, the variance of 
c is 0.0017, the standard error is 0.042 and the confidence 
interval is −0.514  ±  1.96*0.042, which is (−0.68, −0.35). This 
interval is negative and, therefore, there is a bias to judge the 
stimuli as acceptable.

Sensitivity and Bias by Participant
In recognition memory research (for an overview of such work, 
see Rugg and Curran, 2007), sensitivity and bias are usually 
calculated at each individual participant level. This is because 
sensitivity and bias describe the perceptions of individual 
participants and can differ from person to person. Some people 
may be  better at discriminating certain stimuli than others 
and some people may tend to say “yes” or “no” more than others.

As we  discussed in the section “Signal Detection Theory and 
Acceptability Judgments,” individual linguistic and non-linguistic 
experiences differ from person to person. Therefore, their judgment 
of the stimuli can differ from individual to individual. If we want 
to make a claim about an entire population (e.g., American 
English speakers), we need to test the hypothesis at the individual 
level and see if the hypothesis holds across individuals. This is 
the first step to making any generalization about the population.

TABLE 4 | Number of participant responses in each of the four categories 
defined by the signal detection analysis for the -er nominalization study.

Hit 
(526)

False alarm 
(269)

Miss 
(74)

Correct rejections 
(331)

TABLE 3 | Frequency of the choices in each category for the –er nominalization 
study.

Unergative Unaccusative

Acceptable 526 269
Unacceptable 74 331
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The steps to calculate individual sensitivity (d’) and bias (c) 
are the same as those for the overall d’ and c. Instead of 
summarizing the data across all participants, we  categorize and 
summarize the responses by each individual. In our example, 
there were 30 trials in each condition. It is possible that a 
participant will have perfect accuracy (hit rate equals 1). This 
would result in an infinite d’. There are two common ways to 
correct for extreme proportions. One is to add 0.5 to all data 
cells for that participant. The other is to convert proportion of 
0 to 1/(2  N) and 1 to 1–1/(2  N), where N is the number of 
trials. Here, we  choose to add 0.5 to all data cells. This method 
is proved to be less biased and more conservative (Hautus, 1995).

After calculating the sensitivity and bias for each participant, 
we  can perform inferential statistics on each. Because our 
question is whether participants can discriminate the two 
conditions, we  want to know if the perceptual distance (d’) 
is likely to be  0. To answer this question, we  can perform a 
one sample t-test to test if 0 is a likely d’ value based on our 
sample. We found that our sample mean is significantly different 
from 0 (t  =  13.19, p  <  0.001). Therefore, our participants were 
able to discriminate unaccusative and unergative stimuli.

Following the same logic, we  can run a t-test and see if 
the bias is different from 0 (no bias). We  find that the bias 
significantly different from 0 (t  =  −5.73, p  <  0.001).

SIGNAL DETECTION THEORY AND 
TWO-FACTOR-DESIGN EXPERIMENTS

In section Signal Detection Theory and One-Factor-Design 
Experiments, we  gave an example of how SDT can work with 
one-factor-design experiments. In this section, we  show how 
SDT can be  applied to two-factor-design studies. The data in 
this section are taken from another study in Huang (2018). This 
study investigated another unaccusative diagnostic: prenominal 
participles. Prenominal participles refer to the phenomenon where 
the participle form of a verb can be  used as a prenominal 
modifier of a noun (e.g., fallen in the fallen leaf). It has been 
argued that prenominal participles are only possible when the 
verb is unaccusative and impossible when the verb is unergative 
(Borer, 1984; Levin and Rappaport, 1986). In Huang (2018), 
these claims were tested using acceptability judgments6. In this 
study, there were two types of verbs (unaccusative and unergative) 
and two conditions (control and test). The test condition was a 
noun phrase with the prenominal modifier (e.g., the fallen leaf) 
and the control condition was a sentence in which the verb was 
the predicate and the noun was the argument (The leaf fell.). 
Each verb appeared in both the test and control conditions. The 
control condition was added to ensure that the combination of 
the verb and the noun was not semantically or pragmatically 
unacceptable. Two lists of stimuli were created so that each 
participant only saw the same verb once. The study used a 

6 This is again an oversimplification of the study. The counterbalanced structure 
was also altered to work with SDT. We  do not intend to make any theoretical 
conclusion with this example. All interpretations of the data are for illustration 
purposes to show what d’ and c mean in a real dataset.

counterbalanced design. The data analyzed in this paper came 
from 18 participants in each list resulting in a total of 36 
participants. There were 30 unaccusative and 30 unergative verbs.

Overall Sensitivity and Bias
Similar to the previous section, we  can calculate the overall 
sensitivity and bias across all the participants and items. These 
metrics will tell us whether the participants discriminated 
unaccusative and unergative stimuli as a whole and whether there 
is evidence of bias in their responses. Different from the study 
described in the section “Signal Detection Theory and One-Factor-
Design Experiments,” the current study followed a 2  ×  2 design. 
In addition to the verb factor, we added a condition factor where 
a verb appeared in both the test and control conditions. We  do 
not expect the judgment patterns to be  the same in the test and 
control conditions. In fact, if the prenominal participle test can 
differentiate unaccusative verbs from unergative verbs, we  would 
expect participants to discriminate the two types of verbs in the 
test condition but not in the control condition (because the control 
condition does not have prenominal modifiers and is therefore 
acceptable for both verb types). Thus, we  need to analyze these 
two conditions separately.

For the test condition, the number of acceptable and 
unacceptable judgments for the two verb types is summarized 
in Table  5.

As we  explained above, the unaccusative condition should 
be  judged as acceptable and therefore the acceptable responses 
are hits and the unacceptable responses are misses. There are 
285 hits and 255 misses. The unergative condition should 
be  judged unacceptable and therefore the acceptable responses 
are false alarms and the unacceptable responses are correct 
rejections. There are 118 false alarms and 422 correct rejections. 
The data are summarized in Table  6.

Based on Table  6, d’ for the test condition is 0.847 and c 
is 0.354. In the context of the study, the value of d’ is the 
distance between the unaccusative and unergative distributions, 
which is 0.847. This is a non-zero value, meaning that the 
participants can discriminate unaccusative and unergative stimuli 
(the perceptual distance between the unaccusative and unergative 
stimuli is not zero). The positive bias means that the participants 
(as a whole) have a bias to judge the stimuli as unacceptable.

TABLE 5 | Frequency of the choices in the test condition for the prenominal 
participle study.

Unaccusative Unergative

Acceptable 285 118
Unacceptable 255 422

TABLE 6 | Number of participant responses in each of the four categories 
defined by the signal detection analysis for the prenominal participle study.

Hit 
(285)

False alarm 
(118)

Miss 
(255)

Correct rejections 
(422)
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As in the section “Signal Detection Theory and Two-Factor-
Design Experiments,” we  can calculate the standard error and 
95% confidence interval of d’. The standard error is 0.0809 
and the confidence interval is (0.69, 1.01). This interval does 
not contain zero which means that there is a non-zero perceptual 
distance between unaccusative and unergative stimuli. In other 
words, the participants were able to discriminate these two 
sets of stimuli.

Following the same steps, we  can also calculate d’ and c 
in the control condition. Table  7 summarizes the frequency 
of responses.

One thing to note is that the categorization of the control 
condition is artificial, because all control sentences should be judged 
as acceptable no matter what type of verb they include. However, 
when we  analyze the data, we  need to categorize the responses 
in the same way as in the test condition so that the interpretation 
of d’ and c remains the same and can be  compared across test 
and control conditions. If an unaccusative stimulus is judged as 
acceptable, it is a hit and otherwise it is a miss. There are 285 
hits and 255 misses. Likewise, if an unergative stimulus is judged 
as unacceptable, it is a correct rejection, and otherwise it is a 
false alarm. There are 422 correct rejections and 118 false alarms. 
The data are summarized in Table  8. In hypothesis tests such 
as the t-test, we  assume that the null hypothesis is true and 
test if we  should reject this assumption. Here, we  assume that 
the two distributions of interest can be  discriminated (the 
unaccusative stimuli should be  acceptable and unergative stimuli 
should be  unacceptable) and test whether this is true.

Based on Table  8, the control condition has a d’ of −0.156 
and a c of −1.623. The standard error of d’ is 0.127 and the 
95% confidence interval is (−0.41, 0.09). This confidence interval 
contains 0. Therefore, we have no evidence that the participants 
discriminated the unaccusative and unergative stimuli in the 
control condition. This is consistent with our expectations, 
since the verb+noun sequence was predicted to be  acceptable 
for both verb types. There is no theoretical reason why these 
two sets of stimuli would differ in the control condition.

Taken together, the results show that participants were able 
to discriminate unaccusative and unergative verbs in the 
prenominal participle form, and this ability is not confounded 
with any semantic and pragmatic differences, since the verbs 
were not distinguished in the control condition. The calculation 
of confidence interval for c is the same as that in the one-factor 
design section and so we  will not repeat it here.

Sensitivity and Bias by Participant
The calculations of sensitivity and bias by participant are very 
similar to those of the section Signal Detection Theory and 
One-Factor-Design Experiments. The only difference is that we need 

to treat the test and control conditions separately, as we  did in 
the section “Overall Sensitivity and Bias.” The detailed calculation 
is available in supplemental R code and so we  will not repeat 
the calculations here. After the calculation, we  have two sets of 
d’ values for each participant: a set of d’ values for the test 
condition and a set of d’ values for the control condition. We perform 
a paired t-test to compare these two sets of d’ values. This 
comparison tells us whether our participants’ ability to discriminate 
the unaccusative and unergative stimuli is different in the test 
condition and the control condition. We  found a significant 
difference between the test and control conditions (t  =  9.30, 
p < 0.001). Therefore, our participants differentially discriminated 
these two types of verbs in these two conditions.

Sensitivity and Bias by Item
It has been argued that, in psycholinguistic research, items 
should not be  treated as a fixed effect (Clark, 1973). It is 
important to know if the effect we  find is driven by certain 
items or it is true across the board, and therefore it is generally 
accepted that items should be  included as random effects in 
our statistical models. In this section, we show how to calculate 
sensitivity and bias in by-items analyses.

In the prenominal participle study, each verb/item appeared 
in two different conditions: test and control. Each item therefore 
is associated with four types of responses, as shown in Table 9. 
Here, we want to compare if the response for the test condition 
is different from that for the control condition. We  use the 
control condition as the baseline because all items in this 
condition should be acceptable. Therefore an acceptable response 
in the control condition is a hit and an unacceptable response 
is a miss. We  assume that an acceptable response in the test 
condition is a false alarm and unacceptable response is a correct 
rejection. With this categorization, if the d’ ends up being 
zero, we  know that there is no difference (perceptual distance) 
between our test and control conditions.

With the above categorization, we  can make a frequency 
table for each item and calculate a d’ and a c value for each 
item. The d’ value indicates how different the test condition 
of the item is from the control condition. The c value indicates 
if the participants show any response bias for this item.

TABLE 8 | Number of participant responses in each of the four categories 
defined by the signal detection analysis for the control condition of the prenominal 
participle study.

Hit 
(507)

False alarm 
(516)

Miss 
(33)

Correct rejections 
(24)

TABLE 9 | Categorization of judgment data for the prenominal participle study 
by item.

Control Test

Acceptable Hit False alarm
Unacceptable Miss Correct reject

TABLE 7 | Frequency of the choices in the control condition for the prenominal 
participle study.

Unaccusative Unergative

Acceptable 507 516
Unacceptable 33 24
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After calculating the d’ for each item, we can assess whether 
the values for d’ in the unaccusative condition are different 
from those in the unergative condition using a t-test. We find 
a significant difference (t  =  −4.37, p  <  0.005). However, here 
we  need to be  careful with the interpretation of the results. 
We  find that the average d’ is larger for the unergative than 
for the unaccusative condition. Because the d’ in our calculation 
is the perceptual distance between the test condition and 
the control condition (acceptable condition), the larger this 
number is, the more different the test condition is from the 
acceptable condition (less acceptable). Therefore, a larger d’ 
means that the unergative condition is less acceptable. In 
our example, the larger average d’ in the unergative condition 
means that the unergative condition is less acceptable than 
the unaccusative condition.

DISCUSSION AND FUTURE DIRECTIONS

In this paper, we  first discussed why acceptability judgments 
can be a useful tool for language research, and we also considered 
the reliability of the method. Then, we  showed how SDT can 
be  applied to analyze the judgment data. After introducing 
some fundamental concepts, we  showed how sensitivity and 
bias are calculated and how they can help us better interpret 
acceptability judgment data. In this section, we  discuss the 
assumptions behind the models used in the sections “Signal 
Detection Theory and One-Factor-Design Experiments” and 
“Signal Detection Theory and Two-Factor-Design Experiments” 
and some future directions of research.

The models presented in the sections “Signal Detection Theory 
and One-Factor-Design Experiments” and “Signal Detection 
Theory and Two-Factor-Design Experiments” embody two 
important assumptions: (1) the data follow a Gaussian distribution 
and (2) the variances of the two distributions are equal. These 
assumptions are also made by many significant tests such as 
t-test and ANOVA. If the variances are unequal, a single signal 
detection study will not be  sufficient to determine sensitivity 
and bias. Instead, we will need to have several conditions varying 
in bias or we  will have to conduct a rating-scale experiment 
(Wickens, 2002; McNicol, 2005). Due to the complexity of this 
issue, we  do not discuss the unequal variance model in this 
paper. Researchers who are interested in this topic should consult 
Wickens (2002) and McNicol (2005), among others.

There are some additional interesting questions that can 
be  addressed using SDT. First, it can help us quantify the 
discriminability of different conditions. Imagine we  have three 
groups of stimuli, Group A (the baseline acceptable control), 
Group B, and Group C, with stimuli in the two groups differing 
in their average degree of acceptability. We  can calculate a d’ 
using Group A and B which gives us the perceptual distance 
between Group A and B. We  can also calculate a d’ using 
Group A and C which gives us the perceptual distance between 
Group A and C. Assuming that the d’A_B is 1.2 and d’A_C is 
2.2, we  can tell that Group B has less perceptual distant from 
the acceptable condition than Group C (Group B is more 
acceptable). Although the judgment is binary, d’ as a continuous 

metric can give us a continuous measure of the perceptual 
distance between different stimuli across a continuum.

We can also compare performance in different populations, 
which is a more canonical way of using SDT. For example, 
we  can give non-native speakers and native speakers the same 
stimuli and then compare their performance (d’). If the d’ of 
the native speakers is larger than that of the non-native speaker 
(as we  would expect), we  know that native speakers can 
discriminate the stimuli more accurately, that is, their sensitivity 
for the phenomenon being tested is better.

There are many remaining questions that need more investigation. 
In the section “Signal Detection Theory and One-Factor-Design 
Experiments,” we presented one possible measure of bias. We chose 
this measure to illustrate how bias can be  interpreted in the 
context of acceptability judgments. As we  mentioned, there are 
some alternative measures of bias. Which one best describes the 
bias in the acceptability judgment data is an empirical question 
that needs further investigation.

In the paper, we  limited our discussion to binary judgments 
because research has shown that the results for acceptability 
judgments tend to be  consistent regardless of whether the scale 
provides more than two response categories (Bader and Häussler, 
2010). However, we  can use SDT for rating judgments involving 
a non-binary scale as well. One thing to note is that, for acceptability 
judgments, we  usually give participants a scale and ask them to 
rate the acceptability of the stimuli on that scale. In the context 
of SDT, rating judgments are performed differently. What 
participants rate on the scale is not the acceptability of the stimuli 
but rather how confident they are in their judgment. They still 
need to make a binary judgment on the acceptability of the 
stimuli. In addition to that, they need to indicate their confidence 
level on a scale. One question we  can ask is to what degree 
the acceptability rating and the confidence rating are correlated. 
Acceptability is believed to be  continuous and the gradient 
judgments from acceptability ratings are believed to reflect the 
continuous nature of acceptability. However, there is another 
possibility: the gradient data are created by another factor that 
is orthogonal to an item’s acceptability. One candidate for such 
an orthogonal factor is confidence level associated with the 
judgments. By testing the correlation between the acceptability 
rating and the confidence rating, we  can tease apart these two 
possibilities. If these two factors are uncorrelated, we can exclude 
the possibility that the gradient judgment is caused by variation 
in participants’ levels of confidence. However, if these two factors 
correlate significantly, then the gradient data pattern is likely to 
be  caused by participants’ confidence level rather than the 
commonly believed acceptability continuum. In this case, we may 
need to consider an alternative interpretation of the gradient 
judgments. It is possible that acceptability is a not a real continuous 
measure, but the results of these tests are confounded with 
subjects’ confidence about their responses, which is continuous.

SDT can help us address some important questions, including 
how participants’ perceptions of acceptability vary when the 
linguistic properties of the stimuli are changed in theoretically 
interesting ways. For example, it is possible to test whether 
the effect of grammatical violation on acceptability is cumulative. 
If the effect is cumulative, we  would expect stimuli that violate 
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more rules to be  judged less acceptable than stimuli that violate 
fewer rules. For example, if a set of stimuli violates agreement 
principles of the grammar whereas another set violates both 
agreement and case features, the second set should be  judged 
less acceptable than the first set, and this difference should 
be reflected in their d’s. If the ratings of the stimuli can correctly 
reflect the difference in the degree of acceptability of these 
stimuli, we  expect the d’s in these two conditions to differ. 
We  can also change other factors of the stimuli such as the 
plausibility of the scenario described by the stimuli. This is 
likely to change participants’ judgments: For example, they may 
judge the more plausible stimuli to be  more acceptable. This 
should happen for both unacceptable and acceptable stimuli. 
If plausibility and acceptability operate independently, the 
perceptual distance (d’) between these two sets of stimuli should 
not change because it reflects the acceptability differences between 
the stimuli. The bias should change because the participants 
are biased to judge all stimuli to be acceptable. By manipulating 
different factors in the experiment and seeing how d’ and c 
changes, we can have a better understanding on how plausibility 
interacts with acceptability. Overall, we  believe this approach 
making use of SDT to analyze binary acceptability responses 
has the potential to expand our understanding of what such 
judgments reflect and will allow us to continue to refine our 
theories of linguistic representation and processing.
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