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Object‑oriented multi‑scale 
segmentation and multi‑feature 
fusion‑based method 
for identifying typical fruit trees 
in arid regions using Sentinel‑1/2 
satellite images
Jiaxi Liang 1,2,3, Mamat Sawut 1,2,3*, Jintao Cui 1,2,3, Xin Hu 1,2,3, Zijing Xue 1,2,3, Ming Zhao 1,2,3, 
Xinyu Zhang 1,2,3, Areziguli Rouzi 1,2,3, Xiaowen Ye 1,2,3 & Aerqing Xilike 1,2,3

Fruit tree identification that is quick and precise lays the groundwork for scientifically evaluating 
orchard yields and dynamically monitoring planting areas. This study aims to evaluate the applicability 
of time series Sentinel‑1/2 satellite data for fruit tree classification and to provide a new method for 
accurately extracting fruit tree species. Therefore, the study area selected is the Tarim Basin, the most 
important fruit‑growing region in northwest China. The main focus is on identifying several major fruit 
tree species in this region. Time series Sentinel‑1/2 satellite images acquired from the Google Earth 
Engine (GEE) platform are used for the study. A multi‑scale segmentation approach is applied, and six 
categories of features including spectral, phenological, texture, polarization, vegetation index, and 
red edge index features are constructed. A total of forth‑four features are extracted and optimized 
using the  Vi feature importance index to determine the best time phase. Based on this, an object‑
oriented (OO) segmentation combined with the Random Forest (RF) method is used to identify fruit 
tree species. To find the best method for fruit tree identification, the results are compared with three 
other widely used traditional machine learning algorithms: Support Vector Machine (SVM), Gradient 
Boosting Decision Tree (GBDT), and Classification and Regression Tree (CART). The results show that: 
(1) the object‑oriented segmentation method helps to improve the accuracy of fruit tree identification 
features, and September satellite images provide the best time window for fruit tree identification, 
with spectral, phenological, and texture features contributing the most to fruit tree species 
identification. (2) The RF model has higher accuracy in identifying fruit tree species than other machine 
learning models, with an overall accuracy (OA) and a kappa coefficient (KC) of 94.60% and 93.74% 
respectively, indicating that the combination of object‑oriented segmentation and RF algorithm has 
great value and potential for fruit tree identification and classification. This method can be applied 
to large‑scale fruit tree remote sensing classification and provides an effective technical means for 
monitoring fruit tree planting areas using medium‑to‑high‑resolution remote sensing images.
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China is the largest fruit producer and grower in the  world1, with a diverse range of fruit species. The fruits from 
Xinjiang, which is in western China, are the most well-known among them. Xinjiang has cultivated fruit for a 
long time and is known for producing several excellent fruit  species2. However, due to the large area of fruit tree 
cultivation in the region, the land is fragmented, and intercropping of fruit trees with grain crops is a common 
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practice. The traditional method of dividing the planting area of fruit trees through manual surveys and hier-
archical reporting not only consumes manpower and material resources but also suffers from subjectivity, poor 
timeliness, and lack of spatial–temporal  perspectives3,4. Therefore, it is difficult to meet the demand for precise 
management of fruit  trees5. Remote sensing technology, on the other hand, is widely used in agricultural resource 
surveys, such as estimating agricultural planting areas, due to its advantages of being objective, timely, and capa-
ble of obtaining large-scale ground area  information6. For example, the MSI multispectral sensor carried by the 
Sentinel series of satellites provides a powerful technical means for extracting orchard planting areas, monitoring 
growth status, and estimating yields due to its high resolution, wide coverage, and strong  timeliness7. In addi-
tion, the development of domestic and foreign remote sensing big data and cloud computing platforms such 
as Google Earth Engine (GEE), European Open Science Cloud (EOSC), Alibaba Cloud, and Pixel Information 
Expert (PIE) has strongly supported research on the extraction of various spatial scale land cover  information8. 
Because of their massive store capacity, effective processing capability, and open-sharing mode, remote sensing 
cloud computing platforms—led by GEE—have quickly emerged as crucial instruments for extracting large-scale 
planting  structures9. Determining the sorts of trees is crucial to defining and extracting planting sites for fruit 
trees. Crop identification research in the past has mostly concentrated on large-scale crops like cotton, corn, rice, 
winter wheat, and so  forth10–13, with little research on fruit trees and forestry, and a concentration on southern 
tree species including citrus, mangroves, tea plantations, and rubber  trees14–17. Research on forestry and fruit tree 
identification in the arid regions of Xinjiang is scarce, and studies using medium-to-high-resolution remote sens-
ing images to identify fruit trees are relatively rare, mainly focusing on drones and close-range remote  sensing18 
(e.g., Ye et al.19 utilized ground-based hyperspectral sensor to detect the spectral reflectance of citrus canopies to 
identify the ripeness of citrus fruits, while Jorge et al.20 used a drone with LIDAR to produce three-dimensional 
structural models for identifying apricot trees).

The pixel-based classification method often results in “salt and pepper noise”, which affects classification 
 accuracy21. In contrast, the object-oriented (OO) classification method considers factors such as pixel context, 
object scale, and spatial consistency, effectively handling salt and pepper noise in images and improving classi-
fication robustness. For example, Liu et al.22 examined the phenological features of rice using Sentinel-2 remote 
sensing imagery on the GEE platform. Several object-oriented machine-learning models were developed in light 
of this approach. The combination of object-oriented approaches and RF achieved the highest extraction accuracy 
for rice, with an overall accuracy (OA) of 96.83% and a kappa coefficient (KC) of 0.934. Zhao et al.18 integrated 
Sentinel-1, Sentinel-2, and SRTM data using GEE and applied various object-oriented and machine-learning 
methods to extract multiple fruit trees. The results showed that the object-oriented approach could effectively 
reduce noise and accurately extract the area of multiple fruit trees when combined with RF. Zhang et al.23 applied 
Sentinel-2A images to extract distribution information of bamboo forests using eCognition software, demonstrat-
ing that using the RF in an object-oriented classification method can effectively reduce the “salt and pepper effect”.

In land cover information extraction, the phenomenon of “different objects having the same spectrum” often 
occurs in single temporal images, and the spectra of different tree species’ organs vary with the  season24. There-
fore, obtaining the “key temporal phase” is crucial. It is necessary to consider not only the features of NDVI, VV/
VH that can represent the temporal information of fruit trees, but also the contribution of the original features 
to the classification at each temporal phase, and comprehensively select the best time window.

With the development of computer interpretation technology, rich spectral features, texture features, pheno-
logical features, vegetation index features, etc., can be extracted from images to improve classification accuracy. 
However, as the dimensionality of features increases, it can lead to the “curse of dimensionality”25 resulting in 
decreased classification accuracy and slower computation speed due to increased  complexity26. Therefore, it is 
crucial to solve the problem of selecting the optimal features from the original features for classification. Previ-
ous research has largely focused on the identification and classification of forest, crop, and grassland vegetation 
characteristics, with few studies specifically targeting orchards. For instance, Cheng et al.27 classified forests in 
the Qinling region using RF and the Random Forest Recursive Feature Elimination (RF-RFE) method to choose 
the best spectral–spatial–temporal (SST) features. They were able to achieve an OA and a KC of 86.88% and 0.86, 
respectively. Zhao et al.28 were able to achieve an OA of 83%, a 3% improvement over the initial feature combi-
nation, and an increase in the fine classification accuracy of grasslands. Furthermore, the use of classification 
models is essential for increasing classification accuracy. For instance, Loukika et al.29 used the RF algorithm in 
GEE to classify multi-temporal land use and land cover (LULC) in the Munneru River basin in India, achieving 
OA of 94.85% and 95.8% with Landsat-8 and Sentinel-2, respectively, outperforming SVM and CART models. 
Similarly, Mansaray et al.30 compared the accuracy of SVM and RF in rice mapping using multi-source imagery 
across 14 datasets and found that RF generally exhibited higher accuracy, with 10 out of 14 datasets showing 
overall accuracies superior to SVM, with the maximum difference reaching 4.1%. The aforementioned research 
shows that although attempts have been made to extract orchard trees, other elements of orchards, such as texture, 
spectral, temporal, and geographical features, have not been thoroughly investigated. Orchard tree identifica-
tion is still restricted to currently available crop identification techniques, and long-term series of orchard tree 
identification and spatial distribution mapping are still absent. Research on orchard tree extraction based on 
medium-to-high-resolution images is therefore desperately needed, as is the integration of spectral, polarization, 
texture, and other data.

In summary, this study aims to use high-resolution images in GEE to select the key temporal phases and 
optimal feature combinations for fruit tree identification. It employs an object-oriented approach combined with 
machine learning to classify fruit tree species in the study area in detail, thus obtaining the spatial distribution 
area of fruit trees. This provides visual information for relevant departments during fruit tree surveys and aids 
in decision-making. The research objectives are as follows: 1. Use Sentinel-1/2 remote sensing images combined 
with six categories of classification features, including spectral, phenological, texture, vegetation index, red 
edge index, and polarization features, to extract the key temporal phases for fruit tree identification. 2. Use RF 
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to evaluate the optimal classification combination based on feature importance. 3. The combination of object-
oriented analysis with four machine learning methods—RF, CART, Gradient Boosting Decision Tree (GBDT), 
and SVM—establishes a rapid, accurate, and effective method for automated orchard extraction.

Study area and data
Study area
China’s Tarim Basin, located in Xinjiang, is well-known for its favorable growth conditions for specialty fruits, 
including apples, walnuts, aromatic pears, apricots, and  jujubes31. The study area (Fig. 1) is situated on the north-
ern border of the Tarim Basin, in the delta oasis of the Weigan River-Kuqa River. With geographic coordinates 
spanning from 82° 58′ to 83° 31′ E and 41° 18′ to 41° 32′ N, it is a classic alluvial fan oasis. With its continental arid 
environment, large temperature variations, high evaporation, plenty of solar radiation, extended sunshine hours, 
and other advantageous natural features, the region is well-suited for the growth of fruit farms and  forestry32.

Satellite data
Sentinel‑1 data
Sentinel-1 is a set of two satellites with four acquisition modes for C-band synthetic aperture radar (SAR). In this 
study, the IW mode was utilized, which is the primary mode for land applications. The IW mode, which is the 
main mode for land applications, was used in this investigation. The vertical transmit/horizontal receive (VH) 
and vertical transmit/vertical receive (VV) bands are included in the dual-polarization that this mode  offers33. 
The GEE platform provided Sentinel-1 radar data (data source: https:// devel opers. google. com/ earth- engine/ 
datas ets/ catal og/ COPER NICUS_ S1_ GRD# bands) for the period of January 1, 2022, to December 31, 2022. The 
median synthesis approach was used to create the final monthly composite images.

Sentinel‑2 data
With a five-day revisit time, the Sentinel-2A/B satellites are outfitted with the Multi-Spectral Instrument (MSI), 
which comprises 13 bands encompassing the visible, near-infrared, and short-wave infrared  spectra34. Sentinel-2 
data were also acquired for this investigation using Level-1C products on the GEE platform (data source: https:// 
devel opers. google. com/ earth- engine/ datas ets/ catal og/ COPER NICUS_ S2_ HARMO NIZED). Top-of-atmosphere 
reflectance (TOA) is provided by these products, which also experience geometric correction (including ortho-
rectification and spatial registration) and radiometric calibration. The information was collected between January 
1, 2022, and December 31, 2022. Owing to cloud and shadow noise, images with a cloud cover of less than 10% 

Figure 1.  Study area: (a) China’s geographic coordinates are displayed in light blue, whereas the Xinjiang Uygur 
Autonomous Region is displayed in dark blue. (b) Dark green indicates the study area’s position within the 
Xinjiang Uygur Autonomous Region. (c) Within the study area, Akwustan Township, the main study region, 
is indicated in yellow. (d) Sentinel-2 imagery was uniformly and randomly marked at 495 sample points, 
which represent nine common land cover types, based on field surveys (Maps created in ArcMap 10.2, http:// 
www. esri. com. Boundaries made with free vector data provided by National Catalogue Service for Geographic 
Information, https:// www. webmap. cn/ commr es. do? method= dataD ownlo ad. The satellite imagery data source: 
Sentinel-2, https:// devel opers. google. com/ earth- engine/ datas ets/ catal og? filter= COPER NICUS% 2FS2).

https://developers.google.com/earth-engine/datasets/catalog/COPERNICUS_S1_GRD#bands
https://developers.google.com/earth-engine/datasets/catalog/COPERNICUS_S1_GRD#bands
https://developers.google.com/earth-engine/datasets/catalog/COPERNICUS_S2_HARMONIZED
https://developers.google.com/earth-engine/datasets/catalog/COPERNICUS_S2_HARMONIZED
http://www.esri.com
http://www.esri.com
https://www.webmap.cn/commres.do?method=dataDownload
https://developers.google.com/earth-engine/datasets/catalog?filter=COPERNICUS%2FS2
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were chosen, and a cloud-free median composite image was produced. Furthermore, Sentinel-2 data for the full 
year 2022 was acquired in order to create a 10-day NDVI time series for phenological study.

Ground truth data for training and validation
Two field surveys were carried out by the research team between May 26 and June 3, 2021, and June 28 and July 
7, 2022, respectively. Apples, walnuts, jujube, aromatic pears, little white apricots, and peaches were among the 
fruit tree planting varieties that were identified. However, the fruit tree species were separated into walnuts, 
jujubes, pears, and other fruit trees due to the scarcity of particular fruit plants. Additionally, other land cover 
types were delineated, including cropland, grassland, bareland, construction land, and water, resulting in a total 
of 495 typical land cover sample points. The detailed sample selection and classification are shown in Table 1. For 
validation purposes, the sample plot centers of characteristic fruit trees were delineated using high-resolution 
Google Earth remote sensing images (data source: https:// www. google. com/ intl/ zh- CN/ earth/ about) combined 
with field survey data, based on the vector map data of characteristic forest and fruit industry resources in the 
Weiku Oasis in 2022 from the Xinjiang Academy of Forestry Sciences. Ultimately, there was an 8:2 ratio between 
the training and validation sets.

Methods
Technical route
The workflow of this study includes the following aspects: (1) sample collection and data preprocessing, (2) image 
segmentation using the Simple Nom Iterative Clustering (SNIC) algorithm, (3) construction of datasets for six 
classification features, (4) determination of key temporal phases for classification using multi-temporal feature 
change curves and contribution analysis, (5) optimization of classification features using RF feature importance, 
and (6) comparison of eight different models constructed using the original image, SNIC segmented image, and 
RF, CART, GBDT, and SVM algorithms to identify fruit trees and estimate the planting area, as shown in Fig. 2.

Table 1.  Sample selection and classification.

Class Number of sample points

Walnut 70

Jujube 27

Pear 20

Other fruit trees 26

Cropland 84

Grassland 68

Construction land 61

Bareland 88

Water 51

Total 495

Figure 2.  Technical workflow (Maps created in ArcMap 10.2, http:// www. esri. com. Figures created in 
OriginPro 2022 SR1, https:// www. origi nlab. com, and Visio 2021, https:// visio. iruan hui. cn).

https://www.google.com/intl/zh-CN/earth/about
http://www.esri.com
https://www.originlab.com
https://visio.iruanhui.cn
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Hyperpixel segmentation based on simple non iterative clustering (SNIC)
SNIC is an advanced superpixel segmentation method based on simple linear iterative clustering (SLIC)35. It 
effectively eliminates the “salt and pepper” phenomenon in pixel-based classification by considering similar pixels 
as basic units and integrating multiple aspects such as spectral band statistical features, topological relation-
ships, and adjacency  relationships36. The most widely used remote sensing image segmentation algorithm at the 
moment is the multi-scale segmentation algorithm included in Definiens’ eCognition v.9.037. However, large-area 
remote sensing image segmentation is not a good fit for this segmentation algorithm, which is restricted to small-
area remote sensing image segmentation. Large-area remote sensing image segmentation has become feasible 
with the rise of cloud computing systems such as  GEE38. In this study, the original images were segmented in 
this study using the SNIC technique made available by Google Earth Engine’s object-oriented, for consistency, 
the method is referred to as the object-oriented approach throughout the article. The segmentation scale, which 
should not be excessively or underly segmented, has an impact on the accuracy of segmentation. Eight segmented 
images were produced for model training and comparison using seed pixel spacings of 10, 20, 30, 40, 50, 60, 70, 
and 80 in order to determine the ideal segmentation scale. Furthermore, three crucial characteristics must be 
established: neighborhood size of 256, connectedness of 8, and compactness of 5.

Classification feature dataset
Spectral bands
Rich spectrum information is provided by the original Sentinel-2 bands (Table 2), which span spectral ranges 
including visible, near-infrared, red-edge, and short-wave infrared. With spatial resolutions of 10 m, 20 m, and 
60 m, Sentinel-2 has high detail capture capability, making it suitable for identifying fine surface  features39. As a 
result, it is crucial to calculate vegetation indices, textural, phenological, and red-edge features from the original 
bands and to use them as classification features.

Vegetation index features
By examining the reflectance of vegetation in various bands, vegetation indices offer crucial information regard-
ing the growth and health of fruit trees. They are of great significance in fruit tree  identification40. The classifica-
tion features in this investigation were determined using NDVI, EVI, and NDWI (Table 3). The most used index 
at the moment is NDVI, which can improve the index’s responsiveness to fruit trees by removing the influence of 
the sun’s zenith angle, topography, and  atmosphere41. EVI is an improvement over the NDVI index, introducing 
the blue band to reduce the atmospheric impact on the  index42. An indicator of vegetation used to track water 
content is the NDWI. The near-infrared reflectance of water in plant cells is high, and NDWI is a useful tool for 
monitoring the water content of fruit tree  canopies43.

Red edge index features
The three unique red-edge bands (B5, B6, B7) and the narrow near-infrared band (B8a) of Sentinel-2 are par-
ticularly sensitive to vegetation growth conditions, giving them a significant advantage in crop classification and 

Table 2.  Spectral bands.

Band name Description Wavelength (μm) Resolution (m)

B1 Aerosols 0.4439 60

B2 Blue 0.4966 10

B3 Green 0.5600 10

B4 Red 0.6645 10

B5 Red edge 1 0.7039 20

B6 Red edge 2 0.7402 20

B7 Red edge 3 0.7825 20

B8 NIR 0.8351 10

B8a NIR narrow 0.8648 20

B9 NIR-Water vapor 0.9450 60

B10 SWIR-Cirrus 1.3735 60

B11 SWIR-1 1.6137 20

B12 SWIR-2 2.2024 20

Table 3.  Vegetation index features.

Full name Index Index formula

Normalized difference vegetation index NDVI (B8− B4)/(B8+ B4)

Enhanced vegetation index EVI 2.5×(B8−B4)
B8+6×B4−7.5×B2+1

Normalized difference water index NDWI (B3− B8)/(B3+ B8)
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 identification44,45. By incorporating three narrow-band red-edge normalized vegetation indices and two normal-
ized difference red-edge indices into the classification features, the accuracy of machine learning classification 
is effectively improved, as shown in Table 4.

Polarization features
The VV and VH polarized bands in Sentinel-1 radar data are commonly used in radar remote sensing and play an 
important role in fruit tree monitoring and  classification49. In this study, time series data for these two polariza-
tions (Table 5) were obtained to explore the impact of multi-temporal polarization data on the accuracy of fruit 
tree identification and classification, selecting appropriate temporal phases for feature construction.

Texture features
Based on the vegetation spectral curve, plants exhibit the highest reflectance peak in the B8 near-infrared band, 
with significant reflectance differences in the near-infrared  band50. Therefore, the B8 band of Sentinel-2 images 
was selected as the input image for the Gray-Level Co-occurrence Matrix (GLCM), and statistical measures 
of eight texture features were extracted using a sliding window size of 4. These features include angle second 
moment, contrast, correlation, variance, inverse difference moment, diversity, sum entropy, and entropy, as 
detailed in Table 6.

Phenological features
This study used the Timesat  software51 to extract 13 phenological features, including the start and end dates of the 
growing season, the length of the growing season, and the base period, among others (Table 7). Sentinel-2 data 
were used to reconstruct a 10-day NDVI time series for 2022. According to the Timesat manual, we duplicated 
the 2022 time series twice, creating virtual data for 2021 and 2023, resulting in a total of 108 images, with 36 
scenes per year. Next, three filtering algorithms were used to fit the NDVI curve, and the Savitsky–Golay (S–G) 
filter with the best-fitting effect was selected based on the comparison of correlation coefficients and standard 
deviations (Fig. 3). The relevant parameters were set as follows: season parameter: 1 (suitable for crops with one 
season per year), S-G window size: 9 (nptperyear/4), number of envelope iterations: 3, adaptation strength: 10 
(strongest adaptation of the upper envelope), and season start/end method: 1 (seasonal amplitude).

Table 4.  Red edge index features.

Full name Index Index formula References

Normalized difference vegetation index red-edge 1 narrow NDVIre1n (B8a− B5)/(B8a+ B5) 46

Normalized difference vegetation index red-edge 2 narrow NDVIre2n (B8a− B6)/(B8a+ B6) 47

Normalized difference vegetation index red-edge 3 narrow NDVIre3n (B8a− B7)/(B8a+ B7) 47

Normalized difference red-edge 1 NDre1 (B6− B5)/(B6+ B5) 46

Normalized difference red-edge 2 NDre2 (B7− B5)/(B7+ B5) 48

Table 5.  Polarization features.

Full name Index Wavelength (GHz) Resolution (m)

vertical transmit and vertical receive VV 5.405 10

Vertical transmit and horizontal receive VH 5.405 10

Table 6.  Texture features.

Full name Index Description

Angle second moment B8_asm Describing the uniformity and clarity of the grayscale distribution in an image

Contrast B8_contrast Texture features describing the degree of difference between grayscale levels in an image

Correlation B8_corr Revealing directional features of grayscale levels in an image

Variance B8_var Describing the variation or distribution dispersion of grayscale levels in an image

Inverse difference moment B8_idm Describing the degree of local differences between grayscale levels in an image

Diversity B8_diss Similar to contrast, reflecting the non-uniformity of the image

Entropy B8_ent Measure the irregularity and complexity of the grayscale level distribution in an image

Sum entropy B8_sent In comparison to entropy, better capturing the distribution patterns of grayscale pairs in the 
image
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Feature optimization
The RF algorithm is not only important in remote sensing image classification but also for feature optimization, 
The RF algorithm calculates feature importance using the out-of-bag (OOB)  error52, evaluating the model as 
follows:

In the equation,  Vi represents the importance of the ith feature variable,  Ai denotes the out-of-bag correct 
rate for the ith feature, n is the total number of generated decision trees, n represents the moment when noise 
interference is added, and o represents the moment when no noise interference is added. Bint represents the 
OOB error of the tth decision tree for the ith feature after adding noise interference, while Bint represents the 
OOB error of the tth decision tree for the ith feature before adding noise interference. A considerable drop in 
OOB accuracy following noise addition suggests that the feature is highly important and has a major effect on 
the sample prediction outcomes. According to their relevance scores, the features in this study were arranged 
in decreasing order and incorporated one after the other into the classification model. Feature set optimization 
was carried out when it was found that the overall accuracy fluctuated and then stabilized.

(1)Vi =
1

N

N∑

t=1

(Bint − B
i

ot
),

(2)Ai = 1− B
i

nt
.

Table 7.  Phenological features.

Full name Index Type Description

Time for the start of the season Start t. Date The moment when the time series shows a continuous upward trend

Time for the end of the season End t. Date The moment when the time series shows a continuous downward trend

Length of the season Length Length The period from the beginning of the growth period to the end of the growth period

Base level Base val. Value The average of the minimum values on both sides

Time for the mid of the season Peak t. Date The average time between the left side rising to 80% and the right side falling to 80%

Largest data value for the fitted function during the season Peak val. Value The maximum value of the index during the growth period (the corresponding date may not be 
consistent with the mid growth period)

Seasonal amplitude Ampl. Value The difference between the maximum value during the growth period and the base period

Rate of increase at the beginning of the season L.deriv Value Calculate the ratio of the difference between 20 and 80% on the left side during the growth 
period and the corresponding time difference

Rate of decrease at the end of the season R.deriv Value Calculate the ratio of the difference between 20 and 80% on the right side during the growth 
period and the corresponding time difference

Large seasonal integral L.integral Value Integral value from the beginning of the growth period to the end of the growth period

Small seasonal integral S.integral Value Integral value from the beginning of the growth period to the end of the growth period above 
the base period

Value for the start of the season Start val. Value The value at which the time series shows a continuous upward trend

Value for the end of the season End val. Value The value at which the time series shows a continuous downward trend

Figure 3.  Comparison of filtering algorithms (r represents the correlation coefficient, and SD represents the 
standard deviation. Figures created in OriginPro 2022 SR1, https:// www. origi nlab. com).

https://www.originlab.com
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Classification methods and accuracy evaluation
In this study, we employed four machine-learning algorithms: RF, SVM, CART, and GBDT. For RF, CART, and 
GBDT, the number of decision trees was set to 50. SVM was configured with the C-Support Vector Classifica-
tion (C_SVC) problem type and the Radial Basis Function kernel (RBF), with gamma set to 1 and cost set to 10. 
Model accuracy was assessed using four metrics from the confusion matrix: Overall Accuracy (OA, %), Kappa 
Coefficient (KC, %), User Accuracy (UA, %), and Producer Accuracy (PA, %). In addition, this paper sets the 
area accuracy, which is used to validate the extraction accuracy of orchard areas by calculating the ratio of the 
difference between the surveyed data and the classified tree area to the surveyed data, thus reflecting the differ-
ences in the classification models.

Results and analysis
Image segmentation and determination of optimal segmentation scale
Segmenting the entire area, the OA and KC for each model vary with seed pixel spacing accuracy, as shown in 
Table 8. It can be observed that the OO + RF segmentation had the highest overall accuracy, and at seed pixel 
spacings of 10, 30, 40, and 70, the segmentation results of each model were relatively good. The descriptive sta-
tistics are shown in Table 9. A small, representative area within the study region was selected and segmented at 
different pixel spacings, as shown in Fig. 4. Over-segmentation can lead to similar pixel sets being divided into 
several different superpixels, with the segmentation units too small to express some features such as semantic or 
structural information in spectral and texture features. Under-segmentation can result in pixel sets containing 
superpixels with different attributes, where the segmentation units are too large, leading to large areas containing 
multiple different semantic and structural information, thus causing misclassification of land cover  types53. There-
fore, based on the above analysis, the optimal segmentation scale was determined to be a seed pixel spacing of 30.

Phenological parameter analysis
To analyze the phenological features, we selected nine types of land cover with five sample points each and 
averaged their values as phenological feature values. Using the S-G filter to reconstruct the NDVI time series, 
we extracted phenological information. As shown in Figs. 5 and 6, phenological metrics such as Start t., End t., 
Length, Peak t., Peak val., Ampl., Start val., End val., L.integral, and S.integral exhibit significant differentiation. 
The distinctions among different land cover types are particularly pronounced, especially for L.integral, S.integral, 
Start val., and End val., which align with the feature selection results discussed in “Feature set optimization 
analysis” section.

First, compared to other vegetation types like cropland and grassland, fruit trees have a longer growing 
season. The growth periods of these other vegetation types are shorter. Fruit trees are clearly a seasonal crop. 
Phenological features, such as growth and decline rates and integral values during the growing season, fluctuate 

Table 8.  Varying seed pixel spacing OA and KC (OO + RF represents the combination of object-oriented and 
RF algorithms, and the following abbreviations are consistent).

Seed pixel spacing

OO + RF OO + CART OO + GBDT OO + SVM

OA (%) KC (%) OA (%) KC (%) OA (%) KC (%) OA (%) KC (%)

10 94.15 93.22 94.40 93.53 93.38 92.34 80.41 77.05

20 93.64 92.62 92.11 90.88 92.11 90.86 80.42 77.05

30 94.34 93.44 92.03 90.78 92.54 91.35 80.46 77.09

40 93.92 92.92 92.33 91.10 93.12 91.99 80.95 77.60

50 93.83 92.85 93.03 91.93 90.88 89.41 81.23 77.96

60 93.86 92.80 91.23 89.73 91.81 90.41 80.12 76.38

70 94.20 93.12 91.47 89.94 90.10 88.26 79.18 74.86

80 94.02 92.93 89.64 87.78 92.43 91.04 79.28 75.07

Table 9.  Descriptive statistics of varying seed pixel spacing.

Seed pixel spacing Count Max Min Median Mean Standard deviation

10 131,013 67,243.68 74.80 225.15 2895.59 4683.16

20 56,374 307,765.26 74.80 149.92 6729.35 17,292.14

30 36,582 650,414.37 74.81 149.87 10,370.13 35,136.33

40 27,546 1,274,650.09 74.81 149.84 13,771.88 58,227.87

50 22,588 1,870,526.39 74.81 149.82 16,794.76 83,113.20

60 18,940 2,570,698.72 74.81 149.80 20,029.57 109,827.96

70 16,974 3,958,852.77 74.81 149.79 22,349.48 144,490.91

80 15,115 4,911,652.68 74.81 149.77 25,098.25 177,154.91
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significantly as a result. L.derive and L.integral have the highest degree of differentiation among the parameters. 
The average L.derive for fruit trees is 0.09, while cropland and grassland have respective averages of 0.04 and 
0.01. Likewise, cropland and grassland have average L.integrals of 4.84 and 3.05, respectively, whereas fruit trees 
have an average L.integral of 9.43. For land cover types such as water, construction land, and bareland, the NDVI 
values remain relatively stable throughout the year. Consequently, their amplitude, growth, and decline rates, 
and integral values show minimal fluctuation, with most values hovering around 0–2. These characteristics make 
them easily distinguishable from fruit trees. However, differentiating among these land cover types based solely 
on phenological features remains challenging, necessitating additional classification features.

Secondly, when distinguishing among different fruit tree species, despite some clustering in phenological 
indicators such as the start, end, and length of the growing season, there are notable differences in NDVI values 
and start/end values of the growing season. For instance, pear trees and other fruit trees differ by 1 day at the 
start of the growing season, but the start values are 0.46 and 0.35, respectively, indicating significant variability. 
Additionally, parameters representing the accumulation of NDVI over time, such as large and small integrals, 
also provide differentiation. Pear trees have the highest integral values (14.20 and 12.91), followed by walnut 
trees (12.21 and 10.59). Jujube trees show a larger difference, with integral values of 6.25 and 5.65, while other 
fruit trees have the lowest values (5.06 and 4.69).

Figure 4.  The segmentation results under different seed pixel distances (Maps created in ArcMap 10.2, http:// 
www. esri. com. The satellite imagery data source: Sentinel-2, https:// devel opers. google. com/ earth- engine/ datas 
ets/ catal og? filter= COPER NICUS% 2FS2).

http://www.esri.com
http://www.esri.com
https://developers.google.com/earth-engine/datasets/catalog?filter=COPERNICUS%2FS2
https://developers.google.com/earth-engine/datasets/catalog?filter=COPERNICUS%2FS2
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In summary, phenological feature parameters can effectively distinguish different species of fruit trees to a 
certain extent.

Selecting the optimal time window
Varied land cover types have varied phenological properties, which make it possible to identify them using time-
series NDVI data. To determine the average NDVI values for each of the nine land cover types, we chose five 
sample locations for each of the monthly median images from 2022. Throughout the year, grassland and areas 
devoid of vegetation consistently display low NDVI values, as illustrated in Fig. 7. March has the lowest NDVI 
values for vegetation, which includes cropland and other fruit trees including walnut, jujube, and pear. The NDVI 
value for vegetation begins to rapidly increase and differentiate in April. June marks the peak NDVI values for 
jujube and walnut, at 0.35 and 0.39, respectively. September is when cropland and pear NDVI values peak at 0.44 
and 0.30, respectively, The NDVI value of other fruit plants peaks in August at 0.37. From May to September, the 
differences between the various types of land cover are most noticeable. Senescence begins in September when 
the vegetation’s NDVI values start to fall quickly. We included the NDVI values’ standard deviation to further 
hone our research. The observable variations in standard deviation between different land cover types over the 
course of months show how effective NDVI is at differentiating between different fruit tree species.

However, determining the optimal time window for classification requires further investigation. To address 
this, we introduced VV/VH polarization for differentiation (Fig. 8). In VV polarization, the values for walnut 
and other fruit trees in May are − 10.89 and − 12.79, respectively. In June, the values for cropland and jujube 
are − 5.65 and − 11.22, respectively. In July, the values for walnut and jujube are − 9.17 and − 10.54, respectively. 
In September, the values for water and construction land are − 11.20 and − 13.39, respectively. This approach 
compensates for the indistinct classifications based on NDVI alone. In VH polarization, it is evident that July, 
September, and October are the months with the greatest differentiation among land cover types.

By integrating NDVI values and VV/VH polarization data, we selected the growing season from April to 
October, during which land cover types are more distinguishable, to analyze the classification differences across 
different months in detail. Initially, we combined object-oriented and classification methods, choosing a seed 
pixel distance of 30 as the optimal segmentation scale to study the classification accuracy of land cover types 
over various months (Table 10). It was observed that September had the highest OA and KC among all models, 
with values of 94.34% and 93.44%, respectively. The OO + RF model achieved the highest classification accuracy 
across all months. Subsequently, we used the OO + RF model to analyze the importance of classification features 
in different  months18, as shown in Fig. 9. April and September had the highest number of significant features. In 
April, the most influential features were NDre1 (Red Edge Index Feature, 16.01) and VH (Polarization Feature, 
17.40). In September, the top-ranked features were B8_contrast (Texture Feature, 17.59) and Start t. (Phenologi-
cal Feature, 16.57). Notably, B8_contrast had the highest feature contribution value in September at 17.59 and 
remained the most significant feature in August and October, with values of 16.61 and 16.64, respectively. The 
analysis of these classification features supports the feasibility of choosing September as the optimal time window.

Therefore, considering all factors comprehensively, selecting September as the classification window is optimal 
for both distinguishing land cover types and conducting subsequent feature optimization.

Feature set optimization analysis
Finally, September 2022 was chosen as the best time window. The feature importance was computed using the 
OO + RF model. Classification features were sequentially incorporated from high to low importance, and the 
overall accuracy change was observed. This process is illustrated in Fig. 10, when the number of classification 
features increased to 12 (indicated by the red point), the overall accuracy did not show significant improvement, 
reaching a stable state at 94.60%. However, upon further increase to 40 features (represented by the green point), 
the overall accuracy reached its maximum value of 94.86%, when all features were included, meaning there were 

Figure 5.  NDVI phenological features (Group the 13 phenological features into 3 sets based on their value 
ranges for comparative analysis. Figures created in OriginPro 2022 SR1, https:// www. origi nlab. com).

https://www.originlab.com
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44 classification features, the overall accuracy reached 94.34%. This indicates that the method effectively reduces 
redundancy and enhances the model’s capability to identify fruit trees.

Overall, the importance ranking is as follows: spectral bands > phenological features > texture features > red 
edge index features > vegetation index features > polarization features. The three most significant contributors 
are texture features, phenological features, and spectral bands. Within the texture features, B8_contrast, B8_diss, 
B8_var, and B8_sent exhibit high contribution rates to classification. Among the phenological features, Start t., 
Peak t., Length, and L.deriv demonstrate high contribution rates to classification. In terms of spectral bands, B7, 
B3, B12, and B8 show high contribution rates to classification. Within the red edge index features, NDVIre3n 
has a significantly higher contribution rate compared to its other four indices. Among vegetation index features, 
NDVI has the highest contribution rate. Regarding polarization features, the contribution rates of VV and VH 
polarizations are approximately similar.

Three methods were employed for feature selection: 1. Selecting the top 12 features with the highest contri-
bution rates, which correspond to when the overall accuracy reaches a stable state. These features encompass 
texture, phenological, and spectral features. 2. Selecting the highest contributing feature within each category, 
comprising B8_contrast, Start t., B7, NDVIre3n, NDVI, and VH. 3. Filtering the features based on their impor-
tance from high to low. Features were grouped in sets of five, resulting in nine possible combinations to choose 

Figure 6.  NDVI phenological information chart (Maps created in ArcMap 10.2, http:// www. esri. com. The 
satellite imagery data source: Sentinel-2, https:// devel opers. google. com/ earth- engine/ datas ets/ catal og? filter= 
COPER NICUS% 2FS2).

http://www.esri.com
https://developers.google.com/earth-engine/datasets/catalog?filter=COPERNICUS%2FS2
https://developers.google.com/earth-engine/datasets/catalog?filter=COPERNICUS%2FS2
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Figure 7.  Typical land cover NDVI curve and one standard deviation (Figures created in OriginPro 2022 SR1, 
https:// www. origi nlab. com).

Figure 8.  VV/VH polarization characteristic curve (Figures created in OriginPro 2022 SR1, https:// www. origi 
nlab. com).

Table 10.  The differences in classification accuracy across different months.

Month

OO + RF OO + CART OO + GBDT OO + SVM RF CART GBDT SVM

OA (%) KC (%) OA (%) KC (%) OA (%) KC (%) OA (%) KC (%) OA (%) KC (%) OA (%) KC (%) OA (%) KC (%) OA (%) KC (%)

April 94.09 93.16 91.03 90.78 90.75 89.29 80.22 77.4 90.2 91.17 89.42 87.83 87.69 82.43 78.1 76.88

May 94.06 93.27 91.21 90.98 92.47 91.26 80.52 76.14 90 84.51 88.33 87.76 87 84.51 76.67 76.49

June 93.78 92.79 90.26 90.2 92.52 92.49 80.27 76.2 91.95 91.04 89.19 87.03 86.44 86.3 77.1 74.62

July 93.56 92.54 91.27 90.05 91.49 90.15 80.41 77.03 90.45 90.46 88.44 89.3 87.19 85 78.23 76.19

August 92.57 92.7 90.96 89.53 92.51 91.31 80.36 76.95 91.21 91.33 87.94 86.74 85.69 84.43 78.55 75.69

Septem-
ber 94.34 93.44 92.03 90.78 92.54 91.35 80.46 77.09 92.7 91.59 89.67 88.15 88.18 86.68 79.85 76.58

October 93.87 93.06 91.82 89.69 92.31 91.09 80.26 76.85 89.95 90.03 88.18 86.88 86.7 85.58 76.74 76.58

https://www.originlab.com
https://www.originlab.com
https://www.originlab.com
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from. The detailed methods are presented in Table 11. Ultimately, based on the criterion of overall accuracy, the 
first method was chosen for feature selection.

Figure 9.  Classification feature heat map (Figures created in OriginPro 2022 SR1, https:// www. origi nlab. com).

Figure 10.  Feature importance analysis and feature selection: (a) Feature importance statistics and overall 
accuracy change chart, (b) feature selection strategy (Figures created in OriginPro 2022 SR1, https:// www. origi 
nlab. com).

https://www.originlab.com
https://www.originlab.com
https://www.originlab.com
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Classification results and accuracy evaluation
Classification results and accuracy assessment
The confusion matrix for land cover classification performance is illustrated in Fig. 11. Among the object-oriented 
classification models, the OO + RF model demonstrates the best classification performance, with 368 out of 397 
training samples correctly classified. Specifically, the classification accuracy for cropland and construction land is 
the highest, reaching 100%. The classification accuracy for walnut and jujube trees in fruit trees is relatively high, 
with probabilities of correct classification at 96.55% and 91.67% respectively. Among pear trees, four samples 
were misclassified as walnut and jujube trees, while samples from other fruit trees were misclassified as pear 
and walnut trees. In the pixel-level classification model, the RF algorithm demonstrates the best classification 
performance, with 369 out of 397 training samples correctly classified. Among these, the classification accuracy 
for bareland is the highest, at 97.01%, only one sample was misclassified as water. The classification accuracy for 
walnuts and other fruit trees in the fruit tree species is relatively high, at 94.55% and 95.65% respectively. Within 
the walnut species, three samples were confused with other fruit trees, cropland, and bareland. Other fruit trees 
were confused with construction land. However, the classification accuracy for pear trees is relatively low, with 
an error rate of 25%. Moreover, SVM has the lowest accuracy when it comes to both pixel and object-oriented 
approaches, all classes are confused with the types of bareland. This is mainly explained by the unequal distribu-
tion of samples, which causes the model to focus too much on classes with larger numbers and underperform 
on classes with fewer samples.

To conduct a more comprehensive comparative analysis of fruit tree identification performance, evaluation 
metrics including UA, PA, OA, and KC were employed to assess the eight classification results. As illustrated in 

Table 11.  Feature selection strategy.

Method Features OA (%)

1 B8_contrast + Start t. + B8_diss + B7 + B8_var + B3 + Peak t. + Length + B12 + B8 + L.deriv + B8_sent 94.60

2 B8_contrast + Start t. + B7 + NDVIre3n + NDVI + VH 92.58

3–1 B8_contrast + Start t. + B8_diss + B7 + B8_var 91.49

3–2 B3 + Peak t. + Length + B12 + B8 92.82

3–3 L.deriv + B8_sent + B9 + B1 + NDVIre3n 90.82

3–4 L_integral + B6 + B2 + B8_corr + End val. 91.75

3–5 NDVI + VH + B8_asm + NDVIre2n + VV 89.57

3–6 B8A + Base val. + End t. + R.deriv + B5 92.21

3–7 B8_idm + Peak t. + Ampl. + B4 + S.integral 91.10

3–8 Start val. + B11 + NDre1 + B8_ent + B10 93.08

3–9 NDre2 + EVI + NDVIre1n + NDWI 89.18

Figure 11.  Confusion matrix plot of land cover classification results (Figures created in OriginPro 2022 SR1, 
https:// www. origi nlab. com).

https://www.originlab.com
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Fig. 12 and Table 12, the classification models are ranked in descending order of OA and KC as follows: OO + RF, 
RF, OO + CART, OO + GBDT, CART, GBDT, SVM, and OO + SVM. It can be observed that object-oriented 
approaches exhibit higher extraction precision. Compared to pixel-level classification, except for the SVM clas-
sification method, both OA and KC accuracy have improved. The GBDT classification method shows the greatest 
improvement in accuracy, with OA and KC increasing by 3.88 and 4.43 percentage points, respectively. The high-
est accuracy was achieved with the OO + RF method, with OA and KC reaching 94.60% and 93.74% respectively. 
Compared to pixel-level RF, OA, and KC have increased by 1.65 and 1.86 percentage points, respectively. The 
poorest performing model was the SVM model, where the inclusion of the object-oriented approach led to a 
decrease in accuracy rather than an improvement. Compared to the pixel-level model, both OA and KC decreased 
by 0.14 and 0.39 percentage points. Therefore, it is evident that the object-oriented approach can significantly 
enhance the accuracy of most models.

Next, regardless of whether it is based on pixel or object-oriented methods, the RF model outperforms other 
models in fruit tree identification effectiveness. In pixel-based methods, the RF model exhibits higher OA com-
pared to the CART, GBDT, and SVM models by 2.77, 4.29, and 12.35 percentage points respectively. Similarly, 
the KC is higher by 3.17, 4.96, and 14.4 percentage points respectively. In object-oriented methods, the OA of the 
OO + RF model surpasses that of the CART, GBDT, and SVM models by 1.8, 2.06, and 14.14 percentage points 
respectively. Similarly, the KC is higher by 2.07, 2.39, and 16.65 percentage points respectively. Therefore, the RF 
model demonstrates superior capability in fruit tree extraction compared to other models.

Regarding UA and PA, the PA results are generally consistent with the confusion matrix analysis. The UA 
results reveal that the misclassification rate of SVM is excessively high, resulting in a 100% classification for 
all types except bareland. However, this comparison holds limited significance. Comparing the six models, it 
is evident that each model exhibits satisfactory classification performance. Among them, the model with the 
highest UA for walnuts is OO + CART, at 93.22%. Among the six models compared, it can be observed that each 
model demonstrates commendable classification performance. For walnut trees, the model with the highest UA 
is OO + CART, reaching 93.22%. For jujube trees, the model with the highest UA is GBDT, achieving 94.74%. 
Similarly, for pear trees, the model with the highest UA is OO + GBDT, reaching 100%. Lastly, for other fruit 
trees, the model with the highest UA is also OO + GBDT, at 93.33%. The model with the highest UA for cropland 
is OO + RF, achieving 98.53%. For grassland, the model with the highest UA is CART, reaching 94.44%. The 
model with the highest UA for construction land is OO + RF, achieving 100%. The model with the highest UA 
for bareland is OO + RF, reaching 94.59%. Similarly, the model with the highest UA for water is OO + CART, 
achieving 97.06%.

In conclusion, all models perform well in extraction when taking into account the accuracy of the extraction 
findings, with the exception of the SVM and OO + SVM models. The OO + RF model has the highest recognition 
efficacy out of all of them.

Figure 12.  Comparison of UA and PA in fruit tree classification using different methods (Figures created in 
OriginPro 2022 SR1, https:// www. origi nlab. com).

Table 12.  Performance Comparison of different methods for fruit tree classification.

Indicator

Classification accuracies of different methods (in %)

OO + RF OO + CART OO + GBDT OO + SVM RF CART GBDT SVM

OA (%) 94.60 92.80 92.54 80.46 92.95 90.18 88.66 80.60

KC (%) 93.74 91.67 91.35 77.09 91.88 88.71 86.92 77.48

https://www.originlab.com
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Fruit tree planting structure extraction results
Based on the aforementioned research findings, we selected the top 12 features with the highest contribution 
rate in September to extract the planting area and compared the classification results. However, the SVM and 
OO + SVM results incorrectly classified other land cover types as bareland, indicating that the SVM algorithm 
has a weaker discrimination ability for uneven sample sizes, thus resulting in large-scale extraction errors. Even 
after employing object-oriented analysis, erroneous extractions persist, indicating that the use of object-oriented 
analysis with SVM has limited effectiveness in improving the accuracy of fruit tree recognition. Therefore, the 
SVM and OO + SVM results are excluded from the extraction of fruit tree planting structures.

In this study, the remaining six classification models were utilized to identify fruit tree species. The remote 
sensing classification results encompass nine land cover types: walnut, jujube, pear, other fruit trees, cropland, 
grassland, construction land, bareland, and water. To facilitate the comparative analysis between the classifica-
tion results and the vector map patch data from field forest fruit resource surveys, the classification results are 
illustrated in Fig. 13 (with dark green, light green, reddish-brown, ginger yellow, and white representing walnut, 
jujube, pear, other fruit trees, and other land cover types, respectively). Simultaneously, four typical regions were 
selected to compare the reliability of the six models at a smaller scale and contrast the extraction results. Among 
the six identification outcomes, the spatial distribution of fruit tree planting is relatively consistent. In the study 
area, the distribution of the four fruit tree species is mixed, forming strip-shaped belts on the north and south 
sides of the study area.

The study area is predominantly planted with walnuts, resulting in the largest and evenly distributed walnut 
planting area on both the north and south sides. Jujubes are mainly distributed in the northern part of the study 
area, including villages such as Tuer tamu, Akwustan, Topakairik, and Xue’er kuleairik. Pear trees are primarily cul-
tivated in the southeastern corner of the study area, including villages such as Boostan and Boostan kuoshiterik. 
Other fruit trees including peaches, small white apricots, and apples exhibit a spatial distribution similar to that 
of walnuts but are more scattered. Further investigation reveals that pixel-level results exhibit more “salt and 
pepper noise”, which reduces the spatial continuity of fruit tree patches. Among them, the “salt and pepper noise” 
in the CART results is more pronounced, while the fruit tree patches in the object-oriented results are more 
regular, with less “salt and pepper noise”, resulting in a noticeable improvement. Among them, OO + RF exhibits 
the least “salt and pepper noise”. Therefore, the object-oriented approach significantly improves the classification 
results, with OO + RF showing the most substantial enhancement.

To fully demonstrate the positive impact of the RF algorithm on tree extraction and verify the superior extrac-
tion effectiveness of the object-oriented method, we quantified the tree areas. The results are illustrated in Fig. 13. 
The best extraction result is achieved with RF, with an area accuracy of 61.62%. Following RF is OO + RF, with 
an area accuracy of 59.38%. Among them, the model with the highest area accuracy for walnuts is RF, at 89.55%. 
For jujube, the highest area accuracy is achieved with RF, reaching 69.84%. As for pear, the RF model shows 
the highest area accuracy, accounting for 81.99%. Finally, for other fruit trees, the model with the highest area 
accuracy is OO + GBDT, at 65.65%. It can be observed that the area accuracy for other fruit trees is the lowest. 
This could be attributed to the high diversity and scattered distribution of other fruit tree species.

Discussion
Data source analysis
This work used GEE to implement a number of remote sensing image processing techniques, including SNIC, 
GLCM, RF, CART, GBDT, and SVM. Fruit tree species were identified and extracted using Sentinel-2 images. 
In contrast to other cloud computing platforms, GEE combines robust computational resources, high-speed 
processing capabilities, and an abundance of free remote sensing spatial data to suit research demands at various 
 scales54. For this reason, the GEE cloud computing platform was selected for the study.

Additionally, remote sensing images such as MODIS and MERRA-2 are commonly used for large-scale vegeta-
tion mapping. However, it is difficult to gather high-precision information about fruit trees and to continuously 
monitor them because of their poor spatial  resolution55. Although fruit trees over wide areas are difficult to 
identify using drone footage, it is frequently employed for accurate identification of specific fruit tree  targets56–58. 
Sentinel imagery provides a greater temporal and geographical resolution than Landsat data, with a revisit dura-
tion of five days and a spatial resolution of ten meters. This fits in nicely with the classification requirements for 
fruit trees in this  study59.

Feature variable analysis
In this study, six categories of classification features were constructed, namely spectral bands, phenological 
features, texture features, polarization features, vegetation index features, and red edge index features. Through 
comparison, it was found that spectral, phenological, and texture features contributed the most to fruit tree 
classification.

It was discovered that the spectral features B7, B3, B12, and B8 contributed significantly to classification. 
It is evident that the near-infrared and red-edge features provide the most contributions. Numerous studies 
have indicated that the unique red edge and near-infrared bands in Sentinel-2 are highly sensitive to vegetation 
growth conditions and physiological parameters. Moreover, the optimal spectral index combinations selected 
primarily involve the red edge, near-infrared, and red  bands60,61. As a result, spectral features play a significant 
role in the classification process.

The phenological features Start t., Peak t., Length, and L.deriv were found to have high contributions to 
classification. The walnut growing season in the research area is from early April to late August, and the fruit 
ripens in early September. The fruits of jujube trees ripen in early October, while the trees’ phenological period 
runs from late April to late September. Peach trees have a phenological phase that runs from early March to late 
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Figure 13.  Extraction of multiple fruit tree areas (The first image selects four representative plots and calculates 
the planted area of fruit trees, (a–f) represents the recognition performance of six models. Maps created 
in ArcMap 10.2, http:// www. esri. com. Figures created in OriginPro 2022 SR1, https:// www. origi nlab. com. 
Boundaries made with free vector data provided by National Catalogue Service for Geographic Information, 
https:// www. webmap. cn/ commr es. do? method= dataD ownlo ad. The satellite imagery data source: Sentinel-2, 
https:// devel opers. google. com/ earth- engine/ datas ets/ catal og? filter= COPER NICUS% 2FS2).

http://www.esri.com
https://www.originlab.com
https://www.webmap.cn/commres.do?method=dataDownload
https://developers.google.com/earth-engine/datasets/catalog?filter=COPERNICUS%2FS2
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August, when the fruits ripen by the end of the month. Apricot trees, on the other hand, usually go through their 
phenological cycle around early April to late June, with the fruits reaching ripeness in mid-June. These indica-
tors in phenological features directly reflect vegetation growth information, better highlighting the differences 
between different species of fruit  trees62. The phenological information of other land cover types such as cropland 
and grassland differs more significantly from that of fruit trees. Therefore, phenological features can effectively 
distinguish between fruit tree species and other land cover types. It should be noted that the phenological data 
of the 10-day NDVI time series for the year 2022 may suffer from some quality issues and need replacement. The 
replacement methods include: 1. Using neighboring years’ data, 2. Substituting with multi-year average values 
(preceding and subsequent years), 3. Employing adjacent period data, and 4. Substituting with the average of 
preceding and subsequent period data. Through repeated experimentation and testing, it was found that these 
replacements have minimal impact on classification results, thus they can be used to replace the original imagery.

B8_contrast, B8_diss, B8_var, and B8_sent are texture features that contribute significantly to classification. 
According to the imaging, the research area’s orchards are represented as coarse-textured strips, grasslands as 
extended patches, and croplands as well-organized, fine-textured plots. Differentiating between different types 
of vegetation is made simple by their unique textural and structural characteristics. In orchards, walnut leaves 
are typically large and compound, with a relatively smooth  surface63. They have a wide canopy and high canopy 
closure. Often, they are intercropped with maize or wheat, appearing as dark green in the images. Jujube has rela-
tively smaller leaves compared to walnut trees, and their surfaces are rough. They have a lower canopy  closure64. 
In autumn, their color appears orangish-red in the images. Pear trees generally have simple leaves that are oval 
or round in  shape65, with a lighter color compared to walnut trees. Apricot tree leaves are elongated ovals with 
pointed  tips66, while peach tree leaves have sharper tips and are more elongated in  shape67. As a result, these 
textural characteristic indicators can be used to recognize different species of fruit trees.

The spectral, temporal, and structural markers of fruit trees are represented, respectively, by the three char-
acteristics listed above. Furthermore, the categorization process incorporates vegetation index features, red edge 
index features, and radar polarization features. Ten additional combinations were set as controls in order to 
verify the contribution of these attributes to the classification. According to the experiment’s results, the top 12 
categorization features—including spectral, phenological, and textural features—make up the best combination.

Classification model analysis
Four models of classification were used in this study: GBDT, RF, CART, and SVM. The first three models had 
satisfactory classification performance, with SVM showing the lowest  accuracy68,69. Moreover, accuracy decreased 
as opposed to increased upon the incorporation of object-oriented analysis. This problem could be caused by a 
number of factors, such as incorrect feature extraction, insufficient model parameter tuning, sample imbalance, 
over-fitting, and so  on70–72.

In this experiment, we ensured that only one type of label was assigned within each segmented representative 
land cover object. However, the number of training samples varied due to the uneven distribution of different 
land cover types. During the feature selection process, including all features or the top 12 features in the classifi-
cation often resulted in misclassifying all land cover types into a single types. Conversely, when only one feature 
was used, the classification results were normal. This discrepancy is likely due to sample imbalance, causing the 
model to overly focus on the majority classes while performing poorly on the minority  classes73. Additionally, 
the SVM model, originally designed for binary classification, struggles with multi-class problems, leading to 
suboptimal classification  performance18. Appropriate sampling techniques, weight modifications made during 
sample processing, or model modifications to better handle multi-class classification jobs are required to over-
come these problems.

Classification results analysis
The study area is located in Akwustan Township, Kuqa City, Aksu Prefecture, Southern Xinjiang. Statistics 
about the area of forests and orchards are difficult to come by in annual reports because of the situation at the 
township level. As a result, the computation makes use of vector data from the survey of forest resources and 
orchards. In order to classify fruit trees, this study uses Sentinel-2 imagery in conjunction with object-oriented 
and multi-feature approaches. This provides a means of monitoring orchards and woods utilizing medium-to-
high-resolution images at the township level as well as at larger scales.

Fruit trees in the study area are frequently intercropped with crops like corn and wheat because of variations 
in the market and environmental factors like temperature and precipitation. This is especially true for the greatest 
planting area—walnuts. This is another important factor in the September imagery selection, since most crops 
have been harvested by September, which lowers categorization mistakes.

Currently, the extraction of orchard crops primarily focuses on major crops such as walnuts, jujubes, and pear 
trees. Little-scale orchards, such as apple trees, peach trees, and little white apricots, are difficult to distinguish 
and are categorized as “other fruit trees”. Moreover, the recognition of orchards in agroforestry systems has not 
been taken into account. Jin, et al. utilized Sentinel-2 and GF-2 imagery combined with object-oriented and 
decision-tree analysis. By leveraging the phenological information of major orchard crops in the study area and 
the differences in NDVI temporal data, they achieved the extraction of four species: intercropped walnuts, pure 
walnuts, jujube trees, and  grapes74. As a result, there is a need for more research and it should be done when 
integrating high-resolution remote sensing imaging or UAV imagery to further refine orchard  classification75.

The “salt and pepper” effect can be significantly lessened using object-oriented categorization as opposed to 
pixel-based classification  techniques76. However, according to the research results, using object-oriented clas-
sification still leads to misclassification. Additionally, there is a deviation between the total area of fruit trees 
estimated by remote sensing and the actual surveyed area. This is because orchards in the study area contain 
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multiple species of fruit trees, and the limited image resolution of remote sensing leads to poor identification 
accuracy for small and scattered fruit  trees77. The best accuracy is seen in the classification of walnuts among 
the four species of fruit trees, nevertheless, other fruit trees are also incorrectly classified as walnuts. Based on 
field observations, it is possible that the high number of walnut plantations in the research area is a result of the 
recent robust walnut market. Young walnut trees are readily confused with other fruit trees due to their tighter 
spacing and lower canopy density. Pear trees and other fruit trees have low categorization accuracy because of 
their dispersed distribution. When dealing with intricate planting arrangements, the object-oriented approach 
leads to numerous misclassifications in area statistics, resulting in reduced area accuracy when contrasted with 
pixel-based approaches. As a result, noise has been significantly decreased and fruit tree recognition accuracy has 
increased thanks to machine learning and object-oriented models. Nevertheless, more investigation is required 
to use remote sensing data to locate small-scale distributed fruit trees.

Conclusion
This study uses the GEE platform and includes six categories with a total of forth-four features to classify fruit 
trees. Spectral, phenological, texture, polarization, vegetation index, and red edge index features are some of these 
characteristics. The object-oriented approach is integrated with GBDT, SVM, RF, and CART machine learning 
algorithms in the classification process. The research region chosen for this study is Kuqa City, Southern Xinji-
ang’s Akwustan Township. Finding the main varieties of fruit trees in the area is the goal. The findings show that:

(1) The classification findings show that compared to pixel-based methods, the object-oriented classification 
method performs better overall. By using the SNIC segmentation strategy, the model’s accuracy is increased 
while also reducing the “salt and pepper” artifacts in the classification results. A seed pixel spacing of 30 is 
found to be the ideal segmentation scale for SNIC.

(2) Taking into account the NDVI time series curves, phenological features, polarization time series curves, 
and the attribute importance of various classification features in different months, September is identified 
as the optimal time window for fruit tree identification.

(3) Classification features were introduced successively from high to low priority using the OO + RF model 
to determine feature importance. This allowed for the observation of changes in overall accuracy. After 
comparing 9 different combinations of classification features, it was discovered that the features with the 
greatest contributions to classification were the spectral bands, phenological features, and textural features. 
Consequently, the 12 most significant categorization characteristics were chosen for further machine learn-
ing building.

(4) The RF model outperforms other machine learning models in terms of recognition accuracy, the OO + RF 
technique yields the highest recognition accuracy, with OA and KC of 94.60% and 93.74%, respectively. 
These findings suggest that object-oriented analysis and the RF algorithm together have a great deal of 
value and potential for the identification and classification of fruit trees.

Data availability
The data that support the study are available from the corresponding author upon reasonable request.
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