
BioMed CentralBMC Neuroscience

ss
Open AcceResearch article
Power-law for axon diameters at branch point
Dmitri B Chklovskii* and Armen Stepanyants

Address: Cold Spring Harbor Laboratory, Cold Spring Harbor, NY 11724, USA

Email: Dmitri B Chklovskii* - mitya@cshl.edu; Armen Stepanyants - stepanya@cshl.edu

* Corresponding author    

Abstract
Background: Axon calibers vary widely among different animals, neuron classes, and even within
the same neuron. What determines the diameter of axon branches?

Results: We pursue the hypothesis that the axon caliber has evolved to minimize signal
propagation delays, while keeping arbor volume to a minimum. For a general cost function, we
show that the optimal diameters of mother and daughter branches at a bifurcation satisfy a power
law. The derivation relies on the fact that the axon conduction speed scales as a power of axon
diameter. Although available data are consistent with the law, there is a large spread in the data.
Future experimental tests will determine whether this spread is due to biological variability or
measurement error.

Conclusions: Minimization of arbor volume and signal propagation delay may have been an
important factor in the evolution of the brain.

Background
Multi-cellular organisms have solved the problem of effi-
cient transport of nutrients and communication between
their body parts by evolving spectacular networks: trees,
blood vessels, bronchs, and neuronal arbors. These net-
works consist of segments bifurcating into thinner and
thinner branches. Understanding of branching in trans-
port networks has been advanced through the application
of the optimization theory [1,2] and references therein).
Here we apply the optimization theory to explain the cal-
iber of branching segments in communication networks,
i.e. neuronal axons.

Axons in different organisms vary in caliber from 0.1 µm
(terminal segments in neocortex) to 1000 µm (squid giant
axon) [3]. What factors could be responsible for such var-
iation in axon caliber? According to the experimental data
[4–6] and cable theory [7], thicker axons conduct action
potential faster, leading to shorter reaction times and, per-

haps, quicker thinking. This increases evolutionary fitness
or, equivalently, reduces costs associated with conduction
delays. So, why not make all the axons infinitely thick? It
is likely that thick axons are evolutionary costly because
they require large amount of cytoplasm and occupy valu-
able space [8–11]. Then, is there an optimal axon caliber,
which minimizes the combined cost of conduction delays
and volume?

In this paper we derive an expression for the optimal axon
diameter, which minimizes the combined cost of conduc-
tion delay and volume. Although the relative cost of delay
and volume is unknown, we use this expression to derive
a law describing segment calibers of branching axons with
no free parameters. We test this law on the published ana-
tomical data and find a satisfactory agreement.
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Results and Discussion
Although our theory holds for a rather general class of cost
functions (see Methods), we start, for the sake of simplic-
ity, by deriving the branching law in a special case of a lin-

ear cost function. Detrimental contribution to fitness, ,
of an axon segment of length, L, can be represented as the
sum of two terms, one proportional to the conduction
delay along the segment, T, and the other to the segment
volume, V:

 = αT + βV.  (1)

Here, α and β are unknown but constant (among axons of
a given class) coefficients which reflect the relative contri-
bution to the fitness cost of the signal propagation delay
and the axon volume.

We look for the axon caliber d that minimizes the cost

function . To do this, we rewrite  as a function of d
by noticing the following relations: i) Volume,

; ii) Time delay, ; iii) Conduction veloc-

ity is s = kd for myelinated axons [4–6], where k is a con-
stant coefficient (for non-myelinated axons, see
Methods):

This cost function contains two terms, which have oppo-
site dependence on d, and has a minimum, Fig. 1.
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Fitness cost of a myelinated axon segment as a function of its diameterFigure 1
Fitness cost of a myelinated axon segment as a function of its diameter. The lines show the volume cost, the delay cost, and the 
total cost. Notice that the total cost has a minimum. Diameter and cost values are normalized to their respective optimal val-
ues and, as a result, are dimensionless.
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Next, by setting  we find that the cost is mini-

mized by the following axon caliber:

The utility of this result may seem rather limited because
the relative cost of time delays vs. volume, α /β, is
unknown.

However, we can apply this result to axon branching and
arrive at a testable prediction about the relationship
among branch diameters without knowing the relative
cost. To do this we write the cost function for a bifurcation
consisting of three segments, Fig. 2:

 = α1 (t0 + t1) + α2 (t0 + t2) + β (V0 + V1 + V2),  (4)

where t0, t1, and t2 are the conduction delays along seg-
ments 0, 1, and 2 respectively. Coefficients α1 and α2 rep-
resent relative costs of conduction delays for synapses
located on the two daughter branches and may be differ-
ent. We group the terms corresponding to the same seg-
ment together:

 = [(α1 + α2) t0 + βV0] + [α1t1 + βV1] + [α2t2 + βV2].  (5)

We look for segment diameters, which minimize this cost
function. To do this we make the dependence on the
diameters explicit and differentiate in respect to them.
Because each term in Eq. (5) depends on the diameter of
only one segment the variables separate and we arrive at
expressions analogous to Eq. (3):

It is easy to see that these diameters satisfy the following
branching law:

Similar expression can be derived for non-myelinated
axons (see Methods). In this case, the conduction velocity
scales with the square root of segment diameter [12],
resulting in a branching exponent of 2.5.

Although the branching law is independent of the relative
costs of volume and propagation delay, axon diameters
depend on the relative values of α and β. Axons with
higher premium on propagation delays (greater α) are
expected to be thicker, while axons with higher premium
on volume (greater β) are expected to be thinner. Yet the

A simple axon arbor with a single branch point and three axon segmentsFigure 2
A simple axon arbor with a single branch point and three axon segments. Segment diameters are d0, d1, and d2. Time delays 
along each segment are t0, t1, and t2. The total time delay down the first branch is T1 = t0 + t1, and the second T2 = t0 + t2.
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law still holds. For example, if propagation delays to syn-
apses on daughter branch 1 are costlier than to synapses
on branch 2, branch 1 must be thicker than branch 2. The
derivation of the branching law relies only on the assump-
tions about the scaling of the two costs with diameter.
Although existing evidence seems to support both
assumptions, more experimental testing is desirable. Also,
the range of validity of Eq. (7) is restricted by the biophys-
ical limits on the minimal axon caliber [13].

We note that expressions analogous to Eq. (7) have been
derived for blood vessels, tree branches and bronchs by
balancing metabolic cost of pumping viscous fluid and
volume cost [14,15]. It is hard to see why the viscous fluid
argument is applicable to axons and dendrites [10] if their
ends are sealed. Rall [16] has derived a similar law for
branching dendrites by postulating impedance matching:

However, the main purpose of Rall's law was to simplify
calculations of dendritic conduction rather than to
explain the actual branch caliber measurements. Axon
diameter may also be dictated by the need to transport
material to the synaptic terminals [17,18]. In this case,
one would expect a power law with exponent of 2 [19].

We test our branching law, Eq. (7), by comparing it with
data obtained from myelinated motor fibers of the cat
[20], Fig. 3. Data points represent 63 branch points for
which all three axon calibers were measured with light
microscopy. Eq. (7) predicts that data points should fall
on the line described by:
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Comparison of the experimental data (asterisks) [20] with theoretical predictionsFigure 3
Comparison of the experimental data (asterisks) [20] with theoretical predictions. Each axon bifurcation (with d1 ≠ d2) is rep-
resented in the plot twice. The lines correspond to Eq. (9) with various values of the exponent: the Rall's law, η = 1.5, the best-
fit exponent, η = 2.57, and our prediction for myelinated axons, η = 3.
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where exponent η = 3. Despite the large spread in the data
it is consistent with our predictions. In fact, the best fit
exponent, η = 2.57, is closer to our prediction than to
Rall's law, η = 1.5. We also show the histogram of the
exponents η obtained for each of 63 branch points from
the same data set, Fig. 4. The average exponent, η = 2.67,
is much closer to our predicted value for myelinated
axons, η = 3, than to Rall's law, η = 1.5.

Analysis of the experimental data reveals a large spread in
the values of the exponent, η. This spread may arise from
the biological variability in the axon diameters, other fac-
tors influencing axon diameters, or measurement errors
due to the finite resolution of light microscopy. Although,
at this point, we cannot distinguish between these causes,
we performed a simulation showing that a reasonable
measurement error is sufficient to account for the spread.

First, based on the experimental data [20], we generate a
set of diameters d0, d1 and d2 at branch points, which sat-
isfy Eq. (7). We do this by taking all diameter pairs at
branch point from the experimental data and calculating
the value of the third diameter according to Eq. (7). Next
we simulate the experimental data by adding Gaussian
noise to all branch diameters, and calculate the probabil-
ity distribution for the exponent η resulting from this pro-
cedure. The line in Fig. 4 shows that the spread in the
histogram of branching exponent could be explained by
Gaussian measurement error with standard deviation of
0.4 µm (p > 0.23, Kolmogorov-Smirnov test). This value
of standard deviation is consistent with 0.5 µm precision
with which diameter measurements are reported in [20].

Experimentally observed spread in the branching exponent may arise from the measurement errorsFigure 4
Experimentally observed spread in the branching exponent may arise from the measurement errors. The histogram shows the 
distribution of the exponent η, Eq. (9), calculated for each axon bifurcation [20]. The average exponent is η = 2.67. The line 
shows the simulated distribution of the exponent obtained in the presence of measurement errors.
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We note that a similar branching law could apply to den-
drites. There, similar to non-myelinated axons, time delay
or attenuation of passively propagating signals scales as
one over the square root of diameter. This leads to a
branching law with exponent of 5/2, which agrees with
the measurements done on pyramidal, Purkinje, granule,
and stellate cells but not on motorneurons [19]. However,
the presence of reflections from branch points and active
conductances is likely to complicate the picture.

Previously, Cherniak et al. [10] have fitted diameters from
a pool of myelinated and non-myelinated axons, and den-
drites with Eq. (9). They also found the best-fit exponent
η = 3 and a large spread in the data. Unfortunately, they
did not attempt to fit the data separately for myelinated
and non-myelinated axons.

We hope that future experiments will thoroughly test the
branching law. One crucial experiment could combine the
measurement of the conduction speed exponent, ν, and
the branching exponent, η, in the same axons. Another
test would be measuring the branching exponent sepa-
rately for myelinated and non-myelinated axons. We pre-
dict different values for the branching exponent because
of the difference in ν between myelinated and non-myeli-
nated axons. Also, improving the relative measurement
error should determine whether the observed spread in
the existing data is biological reality or a measurement
artifact. This can be done either by increasing the measure-
ment precision, e.g. by using transmission or scanning
electron microscopy, or by measuring thicker axons, e.g.
by using marine animals.

Conclusions
Starting with the hypotheses that axon arbors had been
optimized in the course of evolution for fast signal con-
duction while keeping arbor volume to a minimum we
derived a branching law that relates segment diameters at
a branch point. The derivation was done for the cost func-
tion of a general form, and relies only on the scaling of sig-
nal propagation velocity with the axon caliber. Existing
experimental data on myelinated axons is consistent with
the law but shows significant spread in the branching
exponent. The observed spread may be due to the meas-
urement error or biological variability.

If future experiments reveal that the spread in the branch-
ing exponent is real, meaning that the law poorly
describes individual branch points, the law can still be
used in average sense. For example, it could be used to
estimate costs of many branching axons in the theory of
cortical maps [11] or in the derivation of larger scale allo-
metric relations [21].

If future experiments confirm the validity of the branching
law and eliminate the spread in the data, this law can be
used to predict branch diameters. Alternatively, measur-
ing branch diameters would reveal the scaling exponents,
which can be used to infer the mechanism of conduction
in a particular case. Most importantly, this law provides a
deep insight into the design of the nervous system by
revealing constraints on wiring, i.e. axons and dendrites
responsible for most of the brain volume. The branching
law is a quantitative expression of the trade-off between
space and time constraints. Finally, optimization
approach to brain design helps formulating structure-
function relationships, which should provide insight into
brain function.

Methods
The detrimental contribution of an axon arbor to the evo-

lutionary fitness can be quantified by the cost, . We

postulate that the cost function, , is a monotonically
increasing function of the total axon volume per neuron,
V, and all signal propagation delays, Tj, from soma to j-th
synapse, where j = 1,2,3,...:

 (V, T1, T2, T3,...).  (10)

Below we show that this rather general cost function
(along with biophysical properties of axons) is minimized
when axon caliber satisfies the following branching law:

with branching exponent η = 3 for myelinated and η = 2.5
for non-myelinated axons.

Although we derive Eq. (11) for a single branch point, our
theory can be trivially extended to more complex arbor

topologies. We rewrite the cost function, , in terms of
volume contributions, Vi, of i-th axon segment to the total
volume of the axon arbor, V, and signal propagation
delay, ti, occurred along i-th axon segment. The cost func-
tion reduces to:

(V0 + V1 + V2, t0 + t1, t0 + t2).  (12)

Next, we express volume and signal propagation delay of
each segment as a function of segment diameter. The vol-
ume of each cylindrical segment is given by:

where Li and di are segment length and diameter, corre-
spondingly. Signal propagation delay, ti, is given by the
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ratio of segment length, Li, and signal speed, si. Signal
speed along axon segment, in turn, depends on its diame-
ter as:

where ν = 1 for myelinated and ν = 0.5 for non-myelinated
fibers [4–7]. As a result propagation delay along segment
i is:

Substituting Eqs. (13), (15) into the cost function, Eq.
(12), we find the dependence of the cost function on seg-
ment diameters,

To find the diameters of all segments, which minimize the

cost function , we calculate its partial derivatives with
respect to all segment diameters and set them to zero:

By solving these equations we find the optimal segment
diameters:

These equations imply that the cost function is minimized
when the segment diameters at a branch point satisfy the
following expression (independent of the particular form
of the cost function, which enters Eq. (18) through the

partial derivatives , , and ):
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