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Purpose: The dose response of Gafchromic EBT3 films exposed to proton beams depends on the
dose, and additionally on the beam quality, which is often quantified with the linear energy transfer
(LET) and, hence, also referred to as LET quenching. Fundamentally different methods to determine
correction factors for this LET quenching effect have been reported in literature and a new method
using the local proton fluence distribution differential in LET is presented. This method was
exploited to investigate whether a more practical correction based on the dose- or fluence-averaged
LET is feasible in a variety of clinically possible beam arrangements.
Methods: The relative effectiveness (RE) was characterized within a high LET spread-out Bragg
peak (SOBP) in water made up by the six lowest available energies (62.4–67.5 MeV, configuration
“b1”) resulting in one of the highest clinically feasible dose-averaged LET distributions. Additionally,
two beams were measured where a low LET proton beam (252.7 MeV) was superimposed on “b1”,
which contributed either 50% of the initial particle fluence or 50% of the dose in the SOBP, referred
to as configuration “b2” and “b3,” respectively. The proton LET spectrum was simulated with GATE/
Geant4 at all measurement positions. The net optical density change differential in LET was inte-
grated over the local proton spectrum to calculate the net optical density and therefrom the beam
quality correction factor. The LET dependence of the film response was accounted for by an LET
dependence of one of the three parameters in the calibration function and was determined from
inverse optimization using measurement “b1.” This method was then validated on the measurements
of “b2” and “b3” and subsequently used to calculate the RE at 900 positions in nine clinically relevant
beams. The extrapolated RE set was used to derive a simple linear correction function based on
dose-averaged LET (Ld) and verify the validity in all points of the comprehensive RE set.
Results: The uncorrected film dose deviated up to 26% from the reference dose, whereas the cor-
rected film dose agreed within 3% in all three beams in water (“b1”, “b2” and “b3”). The LET depen-
dence of the calibration function started to strongly increase around 5 keV/lm and flatten out around
30 keV/lm. All REs calculated from the proton fluence in the nine simulated beams could be
approximated with a linear function of dose-averaged LET (RE = 1.0258�0.0211 lm/keV Ld).
However, no functional relationship of RE- and fluence-averaged LET could be found encompassing
all beam energies and modulations.
Conclusions: The film quenching was found to be nonlinear as a function of proton LET as well as
of the dose-averaged LET. However, the linear relation of RE on dose-averaged LET was a good
approximation in all cases. In contrast to dose-averaged LET, fluence-averaged LET could not
describe the RE when multiple beams were applied. © 2020 The Authors. Medical Physics published
by Wiley Periodicals, Inc. on behalf of American Association of Physicists in Medicine. [https://
doi.org/10.1002/mp.14097]
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1. INTRODUCTION

Gafchromic EBT3 films are widely used dosimeters in photon
as well as light ion beam therapy centers mainly because of
their high spatial resolution and their near tissue equivalence.
The active volume of EBT3 films and their precursors, EBT
and EBT2, contain active lithium pentacosa-10, 12-diynoate
(LiPCDA),1 a monomer, which polymerizes when exposed to
ionizing radiation. The polymerization results in a darkening
of the film, which is utilized to determine the absorbed dose.
In an ideal detector with infinite monomer density, the number
of polymers would linearly increase with absorbed dose, D.
For EBT3 films this is approximately the case up to roughly
1 Gy. The simple assumption that a differential change in
number of monomers is proportional to the available mono-
mers results in an exponential relation of the number of
formed polymers to absorbed dose.2,3 Based on an idea rang-
ing back to the 1960s4 the bimolecular model was proposed
for EBT2 films5 assuming that two monomers need to interact
to form a polymer. Several other models have been used in lit-
erature and there is no clear evidence of one being superior to
the others.6–8 In a general way those models relate the net opti-
cal density, oQ, to absorbed dose to water, Dw, given a set of
parameters, p~Q, which are valid at a certain beam quality, Q:

oQ ¼ f ðDwjp~QÞ: (1)

Beam quality specific parameters, p~Q, are obtained during
calibration at a reference beam quality, Q0. To avoid quench-
ing, films are typically calibrated in a low LET beam, namely
in a photon beam or in the entrance plateau of a high-energy
proton beam. By inverting Eq. (1) one can determine the dose
from a measured net optical density in the clinically relevant
dose range. However, the dose obtained in this manner is
incorrect, if films are exposed to proton beams with a consid-
erably different beam quality. Up to 20% underestimation of
the dose (at the distal edge of a Bragg peak) was reported for
proton beams.5,9,10 Such an underresponse was not only
reported for ion beams, but also for low-energy photons in
the kilovoltage range with a similar up to 20% effect at 70
kVp.11 This energy dependence when exposed to proton
beams or low-energy photons restricts the straightforward
application of EBT3 films. The relative effectiveness (RE)
was introduced to quantify the LET quenching effect.12 In lit-
erature RE is mostly defined either as the ratio of the
absorbed dose to water, Dw, and the film dose, Dfilm, required
to yield the same effect7,13–15

RE ¼ Dfilm

Dw;Q

����
iso�effect

¼ DðoQ0 jpQÞ
DðoQ0 jpQ0Þ

; (2)

or as the ratio of Dw and the apparent film dose, Dw;apparent,
applying the parameters obtained at Q0

5,10,12,16–18

RE ¼ Dw;apparent

Dw;Q

����
iso�dose

¼ DðoQjpQ0Þ
DðoQ0 jpQ0Þ

: (3)

Those two definitions are fundamentally different and cannot
be mutually exchanged due to the nonlinear dependency of

dose and net optical density [Eq. (1)]. While the former defi-
nition is equivalent to the definition of relative biological
effectiveness (RBE), it is experimentally more challenging to
determine than the latter since Dfilm is a-priori not known
whereas Dw;apparent can be obtained trivially, hence, used
throughout this work [Eq. (3)]. The reciprocal of RE can
directly be used as a beam quality correction factor, gQ;Q0 , to
correct the apparent film dose in an experiment if defined as
in Eq. (3).

The energy distribution of an initially mono-energetic pro-
ton beam widens with increasing depth in the sample due to
energy and range straggling. Due to nonelastic interactions
with the targets’ nuclei secondary fragments such as sec-
ondary protons, helium or heavier ions appear in the radiation
field. While secondary protons contribute considerably to the
total dose, <2% of the total dose is contributed by ions with
atomic numbers exceeding one. A beam quality in film
dosimetry refers to the fluence distribution differential in
energy of all ionizing particles within the active volume of
the detector. The unrestricted LET is often encountered in
proton therapy, which implies the simplification that delta
electrons deposit their energy locally. As the LET effect
response is generally ion type dependent, one often further
simplifies to only considering primary and secondary pro-
tons, which is supported by the generally low-dose contribu-
tion of helium and heavier ions.19,20 Even after those two
reductions of complexity of the particle field, the beam qual-
ity is determined by the proton fluence distribution differen-
tial in (unrestricted) LET, which depends on the depth, target
material, initial beam energy, and the beam generating hard-
ware. To assess the beam quality with a single number the
LET distribution can be averaged weighted by the fluence or
the dose deposition, in this work always referenced with Lt

and Ld, respectively. The term fluence-averaged LET is com-
monly also referred to as track-averaged LET as fluence may
be calculated as the sum of track lengths divided by the vol-
ume.21

The LET quenching effect among the evolutions of EBT
film versions appeared similar, which allows to translate find-
ings from EBT or EBT2 films to EBT3 films.14,22 Experi-
ments to determine the RE can be grouped into experiments
using quasi mono-energetic beams or using beams with a
mixed particle spectrum. The RE differential in energy can
only directly be quantified in quasi mono-energetic
beams.12,14,22 One of those studies showed that the energy
dependence is negligible for proton energies higher than
15 MeV and exhibits the highest variation at about 5 MeV
and a peak around 1 MeV.22 In terms of electronic stopping
power in water, Sw, this corresponds to 3.3, 7.9, and
26.1 keV/lm,23 respectively. Such low-energy beams are typ-
ically not available in clinically dedicated facilities, which
complicates the systematic investigation of the quenching dif-
ferential in energy or LET. In a clinical environment the LET
quenching occurs toward the end of the beam range, where
the beam cannot be considered mono-energetic. Conse-
quently, the RE can directly be determined as a function of
average beam quality5,17 or depth.24,25 A plethora of methods
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to correct the LET quenching was proposed in literature with-
out one showing superiority to another. A fourth order poly-
nomial correction based on the fluence average LET was
applied to correct the depth dose distribution of a single
energy (161.6 MeV) proton beam.5 Another model suggests
a correction following the reciprocal of a linear increase with
dose-averaged LET, which was validated for three single
energy beams (71.3 MeV, 71.3 MeV plus filter and
159.9 MeV) and one spread-out Bragg peak (SOBP).17 In
contrast to those two models based on the averaged LET, the
model proposed by Fiorini et al. averages the correction fac-
tor differential in energy, hence, taking into account the local
energy distribution.22

The purpose of this study was to characterize the differ-
ences and limitations of three averaging concepts. Dose- and
fluence-averaged LET were compared in terms of measured
RE values within an SOBP, where the contribution of high
and low LET protons was systematically altered. Addition-
ally, a quenching correction method using the local proton
LET distribution was developed and RE values extrapolated
for a variety of beam arrangements in order to verify whether
the dose-averaged LET is a sufficient predictor in all tested
scenarios.

2. MATERIALS AND METHODS

2.A. The gQ;Q0 models

The bimolecular model was used to correlate the net opti-
cal density, o, to absorbed dose to water, Dw:

oðDÞ ¼ om
Da

w

Da
1=2 þ Da

w
(4)

with the three free parameters a, D1=2 and om, which need to
be determined for each batch of films individually.

2.A.1. Calculating gQ;Q0 from the particle energy
fluence spectrum

Assuming the analytic relation between the net optical den-
sity and absorbed dose is known [Eq. (1)], the fundamental theo-
rem of calculus can be used to calculate the net optical density
from an energy spectrum using dD ¼ UESðEÞq�1dE.

o ¼
Z Emax

0
UESaðEÞq�1

a f 0ðEjp~qÞdE: (5)

Hence, the electronic stopping power, SaðEÞ, and mass
density, q�1

a , of the active layer of the EBT3 films, the parti-
cle fluence differential in energy, UE ¼ dU

dE, and the deriva-
tive of the calibration function at all energies, f 0ðEjp~qÞ, of a
mono-energetic beam quality, q, are required to calculate the
net optical density. The former two quantities can be deter-
mined using for example Monte Carlo (MC) particle trans-
port simulations. However, the calibration function at any
mono-energetic beam quality remains unknown and the
energy dependence of the parameters of the calibration func-
tion needs to be determined. In this study, the bimolecular

model [Eq. (4)] was used as a calibration function and the
energy dependence shall be described with an energy-depen-
dent D1=2 parameter (while keeping the parameters a and om
constant) using

D1=2 ¼ c1 þ c2ð1� e�S2wð2c3Þ�2Þ; (6)

with three parameters, pQ ¼ fc1; c2; c3g, which were deter-
mined by inverse optimization as explained in the following
section. Eq. (6) was chosen since it fits the analytic relation-
ship gq;Q0 reported in literature (fig. 3 in Ref. [22]). The beam
quality correction factor, gq;Q0 , was converted to D1=2 using
the relationship k ¼ aD�a

1=2 in the formalism of the bimolecu-
lar model assuming k is proportional to gq;Q0 (see the deriva-
tion of eq. (4) in Ref. [5]), which were then fitted in order to
obtain initial guess parameters c01; c

0
2; c

0
3.

For numeric computation all formulas were evaluated as a
function of stopping power in water, Sw, instead of energy to
reduce computational effort. According to literature22 the
LET quenching is negligible for proton energies above
15 MeV, while there is a steep gradient at very low energies
(�1 � 5 MeV). Therefore, a small energy binning at low
energies is required, whereas a rougher energy grid is suffi-
cient from 15 to 250 MeV. The stopping power in water
ranges from 0.4 to 3.3 keV/lm in that energy regimen where
no quenching is expected, whereas it increases from 7.9 to
26.1 keV/lm in the region with highest expected varia-
tions.23 Consequently, the computation time could be
reduced substantially by using Sw instead of E without the
necessity of nonlinear energy binning. The Sw has a maxi-
mum at around 0.08 MeV,23 hence, protons with lower
energy than that are indirectly assumed to have the same
quenching effect as a proton of higher energy exhibiting the
same Sw. However, their contribution is negligible as <0.3%
of the dose was contributed by protons with an energy lower
than 0.08 MeV in all our simulations in water.

With Eq. (6) all variables are now known in order to solve
the integral in Eq. (5) and calculate the net optical density
from a given fluence distribution. As the integral needs to be
solved numerically, we put this together in discrete form

do¼oma
1

c1þc2ð1�e�S2wð2c3Þ�2Þ
om�o
om

� �2 o
om�o

� �1�1=a

dD:

(7)

Equation (7) is a numerical update rule of the net optical
density at each iteration (oiþ1 ¼ oi þ doi) given a discrete
dose deposition, dD, and can simply be derived from dD/do
of the inverse of Eq. (4). In our implementation we found
dD ¼ 5 � 10�5 Gy to be sufficiently small. The energy depo-
sition was used instead of the product of fluence and stopping
power as it is accessible more easily than the fluence in
Geant4. Equation (7) has five parameters, om and a, known
from Eq. (4), and c1, c2 and c3 replacing D1=2 in order to
account for the Sw dependence. Those parameters can be
derived from an optimization as explained below.

The apparent dose derived from the measured or calculated,
omeas;calc
Q , at beam quality, Q, when applying the parameters
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obtained at a different beam quality, pQ0 , was calculated from
the inverse of Eq. (4). Subsequently, the apparent dose was
used to calculate RE and gQ;Q0 according to Eq. (3).

The parameters c1; c2; c3 and om in Eq. (7) were deter-
mined by minimizing the cost function

X2 ¼ Ri2Tðgi;calcQ;Q0
� gi;measQ;Q0

Þ2; (8)

which is the sum of squared differences of all calculated and
measured gQ;Q0 in the training data set, T, which include the
calibration at 179 MeV, Q0, and measurement of a SOBP
(’b1’) in water as explained in more detail in Section 2.B. The
parameter a = 0.82 was adopted from literature to reduce the
number of fit parameters.5

2.A.2. Correlating gQ;Q0 to an averaged beam quality

In the simple gQ;Q0 model, RE was approximated by a
first,

REðLdÞ ¼ a0 þ a1Ld; (9)

or fourth order polynomial of Ld similar to Ref. [17]. As men-
tioned earlier, the correction factor, gQ;Q0 , is the reciprocal of
RE.

2.B. Monte Carlo simulations

Gate v8.0 in combination with Geant4.10.3.p01 was used
to simulate the dose deposition, fluence spectra, Lt and Ld. A
validated beam model26,27 was applied using the binary cas-
cade model for inelastic nuclear interactions via the nuclear
physics builder QGSP_BIC and the WentzelIV model for
electromagnetic interactions (option 4, EMZ).

The ComputeElectronicDEDX function of the G4EMCal-
culator class in Geant4 was used to retrieve the unrestricted
electronic stopping power and to calculate the averaged LET
(Ld and Lt) to assure an independence of step limiting events
such as geometrical boundaries or a fixed step limiter.28,29

The Ld scoring method was equivalent and benchmarked to
“Method C” in Ref. [28]. The fluence spectra were scored
using the EnergySpectrumActor in Gate with an equidistant S
bin size width equal to 0.05 keV/lm considering only ions
with charge +1 (protons, deuterons, and tritons). Contribu-
tions of heavier particles were neglected due to its overall
small contribution to dose.

The step limiter was set to 10 lm, the production cut for
secondary protons to 5 lm in order to enable production of
low-energy protons. The default cut value is 0.7 mm, which
corresponds to a 7.5 MeV or 5.7 keV/lm proton in water.
Production of secondary e�, eþ and c was inhibited by a cut
value equal to 100 m. G4_WATER was used as material in
the simulations with a mean excitation potential of 78 eV.

2.C. Measurements

All measurements were carried out at the nonclinical hori-
zontal beamline (IR1) at the MedAustron Ion Therapy Centre.
The synchrotron-based facility provides pencil beam

scanning and 255 actively selected energies ranging from
62.4 to 252.7 MeV, while lower energies could be achieved
passively by inserting a range shifter (RaShi) of 3 cm
PMMA.30 Five sheets of Gafchromic EBT3 (Lot#: 06291702)
films were cut into rectangular pieces of 2.5 9 3.5 cm and
scanned at the center of an Epson 11000 XL flatbed scanner
(EPSON GmbH, Meerbusch, Germany) in transmission mode
and portrait orientation. The net optical density was defined
as the optical density of the sample before/after irradiation
subtracted by the background, that is, the optical density of
unirradiated film samples that underwent the same procedure
as the irradiated samples. A circle with the same dimensions
as the active area (diameter 15.6 mm) of the Roos ionization
chamber (TM34001, PTW, Freiburg, Germany) was evalu-
ated, which was much smaller than the lateral field size of
7 9 7 cm. Films were scanned before and after irradiation,
sufficient preheating of the scanner was ensured by several
empty scans. All experiments were carried out within 8 h and
read out 48 h after irradiations within approximately 6 h in
the same order as the irradiations. The film handling and
readout procedure were performed as described in Refs.
[31,32]. Each film measurement represents the average of
three repetitions (three films each scanned once). The water
equivalent thickness (WET) of an EBT3 film was measured
to be 0.358 mm at a nominal proton energy equal to
97.4 MeV. The energy dependence of the WETwas neglected
as it is expected to be much lower than the positioning accu-
racy. The reference point of each film was at the center of the
active volume calculated applying a constant WET.

All ionization chamber dose measurements were carried
out using a Roos IC (TM34001, PTW). The effective point of
measurement was defined at the surface of the entrance win-
dow in the air cavity. The WET of the Roos chamber’s
entrance window was also assumed to be independent of
energy and equal to 1.3 mm. Absorbed dose to water was
determined following IAEA TRS-398 adapted to scanned ion
beams.33 For calibration of the film net optical density to
absorbed dose to water, that is, to retrieve the fit parameters
in Eq. (4), two sets of measurements were carried out. First,
the net optical density at 11 dose levels ranging from 0 to
10 Gy was determined in the entrance plateau region (at
2 cm depth) of a 179.7 MeV initial energy beam in water. At
this high energy and position, the dose-averaged LET is low
(0.5 keV/lm considering primary protons only and 0.9 keV/
lm including secondary protons), the dose and LET gradient
are minimal and charged particle equilibrium is reached. A
second set was measured in the highest possible Ld region
(4 keV/lm to 12 keV/lm) within a low-dose gradient, a
spread-out Bragg peak in a shallow depth ranging from 3.0 to
3.5 cm in water, referred to as configuration “b1.” This beam
was composed of the lowest six available proton energies
ranging from 62.4 to 67.5 MeV. Higher energy beams exhibit
a higher energy spread toward the end of range resulting in a
lower Ld gradient. The weighting factor of each energy layer
was derived from a least squares fit using MC simulated
depth dose distributions (0.1 mm resolution in depth) and a
desired dose level of 1 Gy.34,35
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In order to identify the superior single-parameter averag-
ing concept (fluence or dose weighting), the dose of the
SOBP “b1” was characterized with films at 16 depths all
located within the SOBP. The 16 positions were measured in
three separate irradiations using two stacks of five films and
one stack of six films. The same measurement was repeated
where 50% of the initial fluence of the previous configura-
tion was replaced by the highest available energy beam
(252.7 MeV); this experiment was labeled with “b2.” Note
that simply replacing 50% of the initial “b1” fluence with the
252.7 MeV beam would result in a considerably lower dose
in the SOBP plateau due to the lower stopping power. In
order to remain at a constant dose in the SOBP plateau the
total fluence had to be scaled by a factor 1.7. The 252.7 MeV
beam contributed approximately 13% to the total dose in the
dose plateau of the SOBP in “b2.” In the third experiment of
this series (“b3”), 50% of the dose in the SOBP was replaced
by the high-energy beam (252.7 MeV). In terms of initial
particle fluence this corresponds to 87% of the total fluence.
There, the initial particle fluence was increased by a factor
3.4 in order to maintain a constant dose in the SOBP. In all
three configurations the ratio of the initial beam weights of
the low-energy beams (62.4–67.5 MeV) remained constant.

Figure 1 shows an overview of the measurement setup in
water. The entrance window of the customized film holder
was made of RW3 and 1 mm thick. The position of each film
was corrected by the WET of all nonwater materials in the
beam path. The WET of six films was approximately
2.1 mm. The film holder was manufactured such that it could
be mounted in the Trufix holder (PTW, Germany) for the
Roos IC. A remotely controlled water phantom (MP3-PL,
PTW) was used to assure accurate positioning and a mini-
mum residence time in water. The water resistance of EBT3
films was confirmed by putting five cut pieces of EBT3 films
into water. Even after 24 h the water penetrated <5 mm into
the active area at the edges. To avoid a potential bias due to
penetrating water, residual time of films in water was mini-
mized in the measurements (<3 min) and film calibration
was performed under identical conditions.36

2.D. Parameter estimation and validation

In order to determine the film dose Dw;apparent [the inverse
of Eq. (4)] from a measured or calculated net optical density,
the calibration parameters, pQ0 ¼ fom;D1=2; ag, were fitted
at reference conditions with beam quality Q0 resulting in
pQ0 ¼ f0:93; 8:99; 0:82g. The reference beam quality was
the particle fluence at 2 cm depth in water of a 179 MeV
beam, consisting mostly of low LET (less than 1 keV/lm)
protons and a few percent of secondary particles exhibiting
higher LET. The parameters were fitted in a dose range of 0
to 10 Gy, each dose level measured with the Roos IC. For all
subsequent evaluations, the Roos IC measurements were only
used to normalize the MC simulated dose, which was used as
absorbed dose to water, Dw;Q, to calculate gmeasQ;Q0

and RE
according to Eq. (3). The MC simulated dose was assumed to
be sufficiently accurate since it agreed better than 0.2% with
the measured dose at all positions in the SOBPs in water
(“b1”, “b2” and “b3”), hence, the contribution to the total
uncertainty was neglected.

To numerically calculate the net optical density according
to Eq. (7), four parameters (om; c1; c2; c3) needed to be deter-
mined (the fifth parameter was adopted from literature),
while the proton spectrum was known from MC simulations
at each position. Starting from the initial guess parameters,
the fit parameters were updated until the squared differences
of the measured and calculated gQ;Q0 [Eq. (8)] reached a min-
imum using fminunc() in MatlabR2016b. The film measure-
ments at reference conditions (calibration at 2 cm in
179 MeV beam) and the SOBP (“b1”) served as training data
set using only doses <2.5 Gy. The measured gmeasQ;Q0

of the two
beams, having 50% fluence (“b2”) or 50% of the dose (“b3”)
contributed by the low LET beam, were used to validate the
calculation method as their local particle spectrum is consid-
erably different. All measurements including the calibration
were carried out in water to assure high positioning accuracy
and to avoid any systematic bias due to particle fluence per-
turbations originating in different materials.

In a next step gcalcQ;Q0
values were calculated at 100 positions

for nine different beam configurations according to Eq. (7)
and the parameters obtained as described in the previous
paragraph. The particle spectrum at each position was
obtained from Monte Carlo simulations using the validated
beam model. This comprehensive calculated data set was
used to verify whether the averaged beam quality Ld is suffi-
cient to describe the gQ;Q0 (or the reciprocal value RE) in all
those cases.

A simple correction function was derived applying a first
and a fourth order polynomial fit of RE over Ld on the calcu-
lated RE data set using Eq. (9). Since clinically relevant Ld

values are typically below 10 keV/lm, a 15 keV/lm upper
limit was introduced in the fit. Four single energy beams (62,
148, 179 and 252 MeV), the three beams simulating the
extreme multifield cases (“b1”, “b2” and “b3”) and two cubic
shaped SOBPs (modulation width 5 cm) generated with the
Raystation TPS (single beam) centered at a shallow and deep
depth (6 and 30 cm) were simulated.

FIG. 1. Schematic overview of the measurement setup in water. The custom
film holder fits into the same Trufix Holder (PTW) as the Roos IC. IC and
film measurements were carried out sequentially. [Color figure can be viewed
at wileyonlinelibrary.com]
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Finally, the RE was evaluated as a function of dose (“b1”)
to determine the dose range of similar behavior motivating
the choice of only considering doses <2.5 Gy.

An overall film positioning repeatability of ≤0.3 mm was
found in other film experiments using the same measurement
setup in-house. For consistency with literature17 a value equal
to 0.25 mm was propagated into the RE confidence interval
(CI) calculation in addition to the standard deviation of the
three film measurements.

3. RESULTS

3.A. Measurements

The measured uncorrected film dose using the calibration
obtained at a low LET beam pQ0 and the MC simulated dose
of the experiments in water are plotted in Fig. 2. The uncor-
rected film dose, Dw;apparent, underestimated the dose plateau
by 2 to 26% excluding the most distal measurement point.
The distal measurement point was excluded also in the fol-
lowing due to the steep dose gradient and the associated high
uncertainties.

3.B. Comparing fluence- and dose-averaged LET

The Ld and Lt distribution over depth of the three beam
arrangements with varying energy distribution are shown in
Fig. 3. The Ld at the measured film positions ranged from 4.5
to 14.5 keV/lm, 4.0 to 12.3 keV/lm, and 2.7 to 7.3 keV/lm
for beams “b1” to “b3”, respectively. This corresponds to an
increase by a factor of 3.2, 3.0 and 2.7, respectively. While Ld

increased strongly with depth in all beams, Lt hardly
increased for beams “b2” and “b3.” From the beginning to the
end of the SOBP Lt only increased by 35% and 5% in “b2”
and “b3.” This modest increase in Lt with depth cannot corre-
late the decrease in the relative effectiveness of the films with
depth. The determined film doses of “b1” and “b2” plotted in

Fig. 2 were within the precision, while the Lt distribution (see
Fig. 3) differed substantially.

The REs of “b1,” “b2” and “b3” are expressed as a func-
tion of Ld and Lt in Figs. 4(a) and 4(b), respectively. At a
constant dose (1 Gy) the RE of “b1,” “b2” and “b3”
decreased approximately linearly with Ld. In contrast to the
one-to-one relation of RE and Ld, no functional relationship
between RE and Lt could be observed encompassing all beam
arrangements.

The residuals of the calibration function at reference con-
ditions are included in Fig. 4 for 0.75 and 1 Gy to illustrate
the approximate 3% systematic dose uncertainty due to the
calibration function. The deepest measurement point of “b1”
to “b3” was excluded in all analysis due to the high local dose
and Ld gradient, which makes this point prone to positioning
uncertainty. Nevertheless, this last point reflects characteris-
tics of Lt in “b2” and “b3.” The peak of Lt is pushed back
with increasing contribution of low LET protons
(252.7 MeV). The Lt (Ld) peak positions were 34.5 mm
(35.3 mm) and 34.3 mm (35.0 mm) for “b2” and “b3,”
respectively. As a result, Lt at the last measurement point
(34.8 mm) was lower than at the penultimate position
(34.4 mm), while the RE continued to decrease. The high RE
uncertainty at that point was dominated by the dose gradient,
while the standard deviation of the three repeated measure-
ments was similar to the other measurements (see Fig. 2).

3.C. Quenching correction based on energy
spectrum

At each film position the proton energy spectrum was sim-
ulated using Gate/Geant4; in Fig. 5 the energy deposition
(ΦS) and fluence Φ histograms at 33.4 mm are shown. At
this position the LET distribution of “b1” starts at 3 keV/lm
and reaches a maximum around 4 keV/lm. The additional
contribution of the high-energy beam can be observed as a
global sharp peak at 0.4 keV/lm in “b2” and “b3” resulting
in a nonunimodal LET distribution. To describe those beam
qualities with a single number one may use the dose-averaged

FIG. 2. Uncorrected film dose (dashed lines) and Monte Carlo simulated
dose (solid lines) of three spread-out Bragg peak (SOBP) beams in water.
The 50% and 87% initial fluence contribution of the high-energy beam to the
SOBP of “b1” appears as a 0.1 and 0.5 Gy dose tail in “b2” and “b3,” respec-
tively. The error bars represent the 1r standard deviation of the three film
measurements. [Color figure can be viewed at wileyonlinelibrary.com]

FIG. 3. Monte Carlo simulated Ld (solid lines) and Lt (dashed lines) of “b1,”
“b2” and “b3” in water. [Color figure can be viewed at wileyonlinelibrary.c
om]
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LET, which was 8.2, 7.2, and 4.6 keV/lm for “b1,” “b2,” and
“b3,” respectively.

The net optical density measured in “b1” and in the cali-
bration (179 MeV), the MC simulated LET spectra and dose
were used to determine D1=2 applying the X2 minimization
[Eq. (8)]. This optimization resulted in parameters
om ¼ 0:96, a = 0.82, c1 ¼ 9:0, c2 ¼ 15:7, c3 ¼ 14:8 [Eq.
(6)], which gives the D1=2 as a function of LET plotted in
Fig. 6. D1=2 increased moderately (up to 10%) from 0 to
5 keV/lm, followed by a steep increase, which started to flat-
ten out at around 30 to 40 keV/lm.

Using the optimized relationship of D1=2 as a function of
LET, gQ;Q0 can be calculated. Figure 7 shows the difference
of calculated and measured gQ;Q0 factors. Negligible differ-
ences were found for the training data (“b1”), which were
used for fitting, indicating that the optimization converged.
The two beams with increasing contribution of low LET pro-
tons (“b2” and “b3”) were not included in the fitting proce-
dure but served as validation set. The gQ;Q0 calculated from

the energy spectra agreed within 3% with measurements for
“b2” and “b3.”

3.D. Extrapolation of REs

Figure 8 shows the LET distribution of protons in eight
different beam arrangements resulting in an iso-Ld equal to
6.4 keV/lm. Although the dose weighted average of the dis-
tribution resulted in the same value, the distributions differed
substantially. The mode (peak position) of the LET distribu-
tion of single energy beams decreased from 4.6, 2.9 to
2.5 keV/lm with initial beam energies increasing from 62.4,
148.2 to 252.7 MeV, respectively, due to the increasing dose
contribution of high LET protons. While protons with an
LET ranging from 1.4 to 3.2 keV/lm account for 42% of the
dose deposition in the highest energy beam, they are negligi-
ble in the lowest energy beam (51 ppm dose contribution).
The decrease in the mode (2.9 to 2.5 keV/lm) and widening
of the LET distribution could also be observed for the SOBP
plan composed of higher initial energies and centered at
30 cm compared to the SOBP plan at 6 cm depth. The LET

FIG. 4. Relative effectiveness as a function of dose- (a) and fluence- (b) averaged linear energy transfer. relative effectiveness (RE) measured at a constant dose
equal to 1Gy are represented with open markers and error bars. The dose and Ld/Lt confidence interval is derived from the positioning uncertainty. The former
inherits in addition the standard deviation of the three repeated irradiations. The RE at varying dose levels measured in the distal part of “b1” are illustrated with
filled symbols (a). [Color figure can be viewed at wileyonlinelibrary.com]

FIG. 5. Simulated energy spectra of “b1” (solid line), “b2” (dashed line) and
“b3” (dotted line) in water at a constant position. The energy deposition is
plotted against the left vertical axis in blue, while the fluence is plotted
against the right axis in red. All curves are normalized to the integral over the
entire spectrum for better visualization. [Color figure can be viewed at wile
yonlinelibrary.com]

FIG. 6. D1=2 as a function of linear energy transfer resulting from minimiz-
ing the squared differences of the measured and calculated gQ;Q0 . [Color fig-
ure can be viewed at wileyonlinelibrary.com]
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distribution of the iso-Ld position in “b1” was of similar
shape as the before mentioned, exhibiting a single mode at
3.0 keV/lm and a negligible dose contribution of protons
below an LET threshold of 2.5 keV/lm. However, the LET
distribution of “b2” and “b3” differed considerably. A global
mode at 0.4 keV/lm appeared due to the superposition of the
252.7 MeV beam. Protons with an LET below 2.5 keV/lm
contributed 13% and 48% to the total dose in “b2” and “b3,”
respectively. The local modes increased from 3.5 and
5.5 keV/lm with the increasing dose contribution of the low
LET protons of “b2” and “b3,” respectively. Despite the con-
siderably different LET distributions of the iso-Ld, the calcu-
lated RE using the correction model differential in LET
resulted in approximately the same RE. In Fig. 9 REs calcu-
lated from the simulated energy spectra for those nine beam
arrangements are shown as a function of Ld.

The extrapolated REs decreased approximately linearly
with Ld for Ld greater 2 keV/lm in all beams with a moder-
ate shoulder from 1 to 2 keV/lm. A first and fourth order
polynomial were fitted on those data, both fitting the data
well. The fit resulted in parameters: a0 ¼ 1:0258,
a1 ¼ �0:0211 (keV/lm)�1 and b0 ¼ 1:0054,

b1 ¼ �6:4262 � 10�4 (keV/lm)�1, b2 ¼ �4:9426 � 10�3

(keV/lm)�2, b3 ¼ 4:1747 � 10�4 (keV/lm)�3,
b4 ¼ �1:1622 � 10�5 (keV/lm)�4, respectively. The REs of
those two parametrizations differ by <1%. Therefore, only
the linear function was applied to calculate gQ;Q0 in the fol-
lowing. Typical Ld values of 1 (entrance plateau), 5 (distal
region of a SOBP) and 10 keV/lm (falloff of a SOBP),
hence, result in a RE equal to 1.0, 0.9, and 0.8, respectively.

3.E. Dose dependence

The filled markers in Fig. 4 show the RE of “b1” at dose
levels varying from 0.5 to 10 Gy. At constant Ld, the RE sys-
tematically increased with absorbed dose, or in other words,
the LET quenching decreased with increasing dose. As the
RE was comparable at doses up to 2 Gy, only doses lower
than 2.5 Gy were considered. At Ld lower 10 keV/lm, the
RE was within �2% and +4% for the dose levels 0.5 and
2 Gy.

4. DISCUSSION

The measurement results of this study showed that Lt

could not be used as a single-parameter radiation quality
descriptor for all beam arrangements. Dose-averaged LET,
however, could describe the RE decrease in all three experi-
mental beam setups. To provide evidence that Ld also suffices
in a more comprehensive data set, REs were calculated apply-
ing a novel formalism based on the local proton LET distribu-
tion. A formalism was proposed and validated to calculate
the net optical density and beam quality correction factors
from the proton LET spectrum. The dependence of the D1=2

parameter on proton LET was derived from a least squares
optimization of the differences between measured and calcu-
lated gQ;Q0 within a flat dose distribution. By applying this
method, the dose deviations between films and MC simula-
tions decreased from 26% to <3% in the simple as well as the
more complex beam arrangements.

FIG. 7. Relative deviation of the calculated to the measured gQ;Q0 correction
factors over depth. [Color figure can be viewed at wileyonlinelibrary.com]

FIG. 8. Simulated dose deposition spectra of protons differential in linear energy transfer yielding an iso-Ld equal to 6.4 keV/lm. Single energy beams are illus-
trated in (a). Box shaped spread-out Bragg peaks with a side length of 5 cm centered at 6 and 30 cm are plotted together with beams “b1,” “b2” and “b3” in (b).
[Color figure can be viewed at wileyonlinelibrary.com]
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Another model to calculate beam quality correction factors
based on the local particle spectrum was proposed by Fiorini
et al.22 As it is based on a fluence average it was expected to
fail for the “b2”/“b3” arrangement, but it also significantly
underestimated the gQ;Q0 values of “b1” measured within this
study (see supplementary materials). This systematic devia-
tion was also observed in an independent study.37 In our
study, gQ;Q0 decreased with increasing dose [see Fig. 4(a)].
Consequently, a potentially higher dose level may explain the
lower gQ;Q0 in Fiorini et al.

22

Using an inverse optimization approach allowed to cali-
brate films differential in LET from experiments exhibiting a
mixed LET field conducted at a clinical facility, which only
provides rather high energies (typically above 60 MeV corre-
sponding to 1 keV/lm in water). Usually experiments at low-
energy facilities are required to characterize films at higher
LET12 implicating potential systematic biases. As films are
sensitive to a variety of parameters, the different delivery
characteristics, the environmental conditions within or on the
way to the facility need to be considered. Additionally, low-
energy experiments are susceptible to positioning uncertain-
ties and the energy variation within the detector. While the
herein presented method is inherently less sensitive to those
considerations, the disadvantage of the optimization approach
is that it could result in a local minimum and it relies on MC
simulations.

The bimolecular model was chosen for this study as it was
applied in similar LET studies before.5,38 For consistency, the
exponent (in the notation of this study a, while p was used in
literature; in this study p is reserved for a general parameter
set) was fixed to 0.82. However, other functions than the
bimolecular model, whose derivative is real and continuous
in the relevant dose interval, could be used. As the specific
form of Eq. (7) depends on the choice of the calibration func-
tion, the extrapolated RE may be model dependent. The
experimental RE (Fig. 4), however, solely depend on the

quality of the calibration at Q0 and found to be model inde-
pendent in our measurements. With respect to the repeatabil-
ity of the measurements there was no significant difference in
the accuracy of the fit to the calibration data at Q0 using the
bimolecular,5 the single channel8 or the gamma-distributed
single-hit model.7

Although the analytical form of Eq. (5) is simple, its
numerical implementation including the LET spectra calcula-
tion and data processing is time consuming. A linear relation-
ship of RE and Ld may be recommended for practical use as
it approximated the artificial data well in all cases. The fit
parameters of the linear function in this study were in good
agreement to those derived by fitting 29 REs of three
single energy beams reported in a recent study (RE ¼
1:02� 0:0251 Ld).

17 The RE of that function predicts up to
0.04 lower REs (at 9 keV/lm, the maximum Ld in that study)
compared to the function obtained here. Although the differ-
ence is within the uncertainty reported (7%, at 9.3 keV/lm),
the different dose levels (2 Gy in the study published by
Anderson et al., and 1Gy in this work) at which the RE were
determined may explain the lower RE predicted in their study.
Additional studies are required to investigate whether the Ld

correction is independent of film batch, scanner, or their
combination.

An extreme case of clinical beams coming from different
directions was mimicked with the “b1”-“b3” experiment. A sin-
gle directional SOBP with the lowest energy spread and hence
highest Ld deliverable was created (“b1”). To experimentally
identify whether the fluence or dose averaging concept is more
appropriate, the energy/LET distribution was changed by apply-
ing a plan (“b2”) where 50% of the initial particle fluence was
replaced by highest energy/lowest LET protons deliverable in
clinical mode and another plan where 50% of the dose in the
SOBP was deposited by the low LET protons (“b3”) while keep-
ing the total dose constant. The experiments clearly show that
dose averaging should be chosen over fluence averaging. Even
for that extreme case, the simple correction on Ld worked,
whereas Lt cannot be used for multifield plans. Such experi-
ments may be recommended to other fields where the averaging
concept is under discussion.

As shown in Fig. 5 averaging over the fluence underesti-
mates the increased energy deposition of high-LET/low-en-
ergy protons. Hence, fluence averaging indirectly assumes a
constant stopping power and a constant number of ionizations
per proton independent of its energy.

Ld to water was used since this should be available in all
TPS and MC particle transport codes. The material composi-
tion of EBT3 films is not exactly known. The values reported
in literature5,22,38 are inconsistent and contacting the vendor
of EBT3 films did not result in a clarification. The SPR of
the active material was reported to differ <2% from unity.12

Secondary particles heavier than protons are produced in
nonelastic scattering events of the incident protons with the tar-
get nuclei. The dose contributed by those heavier secondaries is
low, with alpha particles depositing most of the dose of heavier
secondary ions. Depending on the initial beam energy up to
�1% dose can be contributed by alpha particles.19,20,39,40 Those

FIG. 9. Calculated relative effectiveness as a function of dose-averaged linear
energy transfer for four single energy layers, the beams “b1”–“b3“ and two
cases obtained from a commercial TPS centered at 6 and 30 cm depth. Rela-
tive effectiveness (REs) of all cases (at constant Ld) are almost overlaying,
indicating that RE correlates with Ld in all nine beam configurations. The
first and fourth order polynomial fits are represented with solid and dashed
lines, respectively. [Color figure can be viewed at wileyonlinelibrary.com]
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heavier secondary ions were neglected in this study since, we
assume that, the dosimeter (in combination with the protocol)
used in this study was not sufficiently accurate and precise to
enable investigation of such small dose contributions. Although
the contribution of those heavier charged particles to absorbed
dose is low, their LET is considerably higher than that of pro-
tons. Hence, including alpha particles in the Ld calculation
causes an increase by a factor of 2 to 3 in the entrance region.40

Averaging the stopping power over different ion types is equiva-
lent to assuming that the effect correlates with stopping power
independent of the ion type. There is insufficient knowledge of
the LET quenching for other particles than protons to evaluate if
this is the case. For the beam quality effect in other systems, for
example the relative biological effectiveness (RBE) in cell cul-
tures it is known that the RBE-LET relation depends on the par-
ticle type.41,42 An alternative to Ld to quantify the beam quality
in a mixed particle field was proposed for RBE43 and may also
be tested for EBT3 films in future studies. The underresponse of
EBT3 film dose in low-energy photon beams may point to
investigations of similarities in the dose deposition mechanisms
and a beam quality descriptor beyond LET.11 One similarity
could be the electron slowing down spectrum, which is of simi-
lar shape in a clinical proton beam compared to a medium-en-
ergy x-ray beam.44,45

The proton LET distribution was obtained from MC simu-
lations. Therefore, the results in our study depend on the accu-
racy of the GATE/Geant4 simulations. Thus, compatibility to
other MC codes, Geant4 versions and settings has to be tested,
in particular because the LET quenching appeared to be domi-
nated by low-energy protons in the single figure MeV region.
The correction method based on Ld was implemented into
GATE and will be publicly available in the next release.

5. CONCLUSIONS

In this study a formalism was derived to calculate the net
optical density and therefrom the gQ;Q0 for a specific EBT3
film batch from the local proton LET spectrum. Although the
quenching effect was nonlinear as a function of LET, the RE
could be well approximated by a linear function of the dose-
averaged LET in all tested beams. Both correction methods
are restricted to proton beams in the clinically relevant energy
range and dose ranging from approximately 0.5 to 2 Gy.

To provide experimental evidence whether fluence or dose
weighting should be applied, the local energy distribution in
a high LET SOBP was altered by superimposing a high-en-
ergy (low LET) proton beam. The experiments demonstrated
that fluence-averaged LET cannot be used as a single-param-
eter descriptor of the proton beam quality for radiochromic
film dosimetry, whereas dose-averaged LETwas sufficient in
all tested scenarios.
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SUPPORTING INFORMATION

Additional supporting information may be found online in
the Supporting Information section at the end of the article.

Figure S1. Measured vs. calculated beam quality correction
factors using the Fiorini et al. 2014 model. The calculated fac-
tors are considerably lower than measured in the b1, b2 and
b3 experiment.
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	 1.INTRODUCTIONGafchromic EBT3 films are widely used dosime�ters in pho�ton as well as light ion beam ther�apy cen�ters mainly because of their high spa�tial res�o�lu�tion and their near tis�sue equiv�a�lence. The active vol�ume of EBT3 films and their...

