
Original Article
Development of Innovative Neurosurgical Operation Support Method Using Mixed-

Reality Computer Graphics
Tsukasa Koike1, Taichi Kin1, Shota Tanaka1, Yasuhiro Takeda1, Hiroki Uchikawa1, Taketo Shiode1, Toki Saito2,

Hirokazu Takami1, Shunsaku Takayanagi1, Akitake Mukasa3, Hiroshi Oyama2, Nobuhito Saito1
-BACKGROUND: In neurosurgery, it is important to
inspect the spatial correspondence between the preoper-
ative medical image (virtual space), and the intraoperative
findings (real space) to improve the safety of the surgery.
Navigation systems and related modalities have been re-
ported as methods for matching this correspondence.
However, because of the influence of the brain shift
accompanying craniotomy, registration accuracy is
reduced. In the present study, to overcome these issues, we
developed a spatially accurate registration method of
medical fusion 3-dimensional computer graphics and the
intraoperative brain surface photograph, and its registra-
tion accuracy was measured.

-METHODS: The subjects included 16 patients with gli-
oma. Nonrigid registration using the landmarks and thin-
plate spline methods was performed for the fusion 3-
dimensional computer graphics and the intraoperative
brain surface photograph, termed mixed-reality computer
graphics. Regarding the registration accuracy measure-
ment, the target registration error was measured by two
neurosurgeons, with 10 points for each case at the
midpoint of the landmarks.

-RESULTS: The number of target registration error mea-
surement points was 160 in the 16 cases. The target
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Abbreviations and Acronyms
2D: 2-Dimensional
3D: 3-Dimensional
3DCG: 3-Dimensional computer graphics
AR: Augmented reality
CT: Computed tomography
FOV: Field of view
MRCG: Mixed-reality computer graphics
MRI: Magnetic resonance imaging
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registration error was 0.72 � 0.04 mm. Aligning the intra-
operative brain surface photograph and the fusion 3-
dimensional computer graphics required w10 minutes on
average. The average number of landmarks used for
alignment was 24.6.

-CONCLUSIONS: Mixed-reality computer graphics
enabled highly precise spatial alignment between the real
space and virtual space. Mixed-reality computer graphics
have the potential to improve the safety of the surgery by
allowing complementary observation of brain surface
photographs and fusion 3-dimensional computer graphics.
INTRODUCTION
n neurosurgery, it is important for the surgeon to compare
the virtual space (preoperative clinical image) with the real
I space (intraoperative findings) during the surgery to improve

safety.1 At present, a navigation system is clinically used as a
method for collating the medical images with the coordinate
information of the intraoperative findings.2,3 The navigation
system performs rigid registration at a plurality of planned
points in each coordinate system of real space and the medical
image and collates the coordinate information. Therefore,
TE: Echo time
TR: Repetition time
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registration errors due to the navigation system would be
problematic.4,5

In addition, the brain shift, which is a nonrigid deformation
caused by craniotomy, reduces the alignment accuracy.6-8 At-
tempts have been made to correct this error; however, they are at
the research stage.9-11 Additionally, augmented reality (AR)
alignment methods that project virtual information into real space
have been reported.12,13 However, because the medical image is
projected on the surgical field and displayed in a superimposed
manner, the observable angle is limited in the surgical field.14-16

Furthermore, surface registration is used as a method of adding
the information of the brain surface to the virtual space.17,18

Various methods have been reported for the feature
point-extraction and transformation methods; however, the
alignment accuracy decreases owing to the outliers of the feature
points.19-22

In the present study, to overcome these issues, we developed a
spatially and highly accurate registration method for medical
fusion 3-dimensional (3D) computer graphics (3DCG) and cerebral
surface photographs of the surgical field and subsequently
measured the alignment accuracy.
METHODS

Participants
Sixteen patients with glioma were included. The patient details are
presented in Table 1. Our institutional review board approved the
present study, and all participants provided written informed
consent.
Proposed Methods
Fusion 3DCG. We obtained computed tomography (CT), magnetic
resonance imaging (MRI), and 3D-rotational angiography (RA)
datasets required to create fusion 3DCG. The details were as
follows:

1. MRI: an MRI scanner device (SIGNA 3.0T; GE Yokogawa
Medical System, Tokyo, Japan) with 3T heads was used, with an
8-channel coil asset.

A. Contrast-enhanced MRI FIESTA (fast imaging employing
steady-state acquisition)
2

In the original image of the 3D model of the brain stem and
cranial nerves, the imaging parameters were repetition time
(TR), 5 ms; echo time (TE), 1.9 ms; slice thickness, 0.4 mm;
field of view (FOV), 20 cm; matrix size, 512 � 512; flip angle,
45�.

In the original image of the 3D model of the cerebral cortex,
the imaging parameters were TR, 4.2 ms; TE, 1.6 ms; slice
thickness, 1 mm; FOV, 24 cm; matrix size, 512 � 512; flip
angle, 45�.

B. Time-of-flight magnetic resonance angiography

TR, 26 ms; TE, 3 ms; slice thickness, 0.8 mm; FOV, 24 cm;
matrix size, 512 � 512; flip angle, 24�.

C. Time resolved imaging of contrast kinetics
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TR, 3.6 ms; TE, 1.4 ms; slice thickness, 1 mm; FOV, 24 cm;
matrix size, 512 x 512; flip angle 20�.

D. Fluid-attenuated inversion recovery

TR, 3.7 ms; TE, 1.9 ms; slice thickness, 2 mm; FOV, 24 cm;
matrix size, 512 � 512; flip angle, 20�.

2. CT: a 64-row CT (Aquilion; Toshiba Medical Systems, Tokyo,
Japan) was used. The imaging parameters were as follows:
collimation, 0.8 mm; tube voltage, 120 kV; tube current, 250
mA; rotation time, 0.6 second; reconstruction section width,
0.8 mm; reconstruction interval, 0.8 mm; voxel size, 0.43 �
0.43 � 0.43 mm.

3. 3D-RA: the Allura XperFD 20/10 (Philips Medical Systems, Best,
The Netherlands) was used for 3D cerebral angiography. When
the contrast agent was administered, the C arm was rotated
240� at 55�/second, and 120 FOV 17-in. images were obtained.
For arterial phase imaging, a total of 18.5 mL of contrast me-
dium was administered from the internal carotid artery or
vertebral artery 1.5 seconds before C-arm rotation at 3.5 mL/
second. For venous phase imaging, the timing of the venous
phase was confirmed in advance using 2-dimensional (2D)
cerebrovascular imaging, and a total of 20 mL of contrast
medium was administered at 4.0 mL/second. The obtained
original image was output as 3D volume data with a matrix size
of 512 � 512 � 512 mm and voxel size 0.28 mm in Digital
Imaging and Communications in Medicine format by Integris
3D-RA (Philips Medical Systems) of the workstation equipped
in the cerebrovascular apparatus.

The morphological data of the fusion 3DCG were created based
on reports from our group. In summary, CT, MRI, and 3D-RA
datasets were automatically registered using the normalized
mutual information method.23,24 The 3DCG was independently
created using a threshold that best visualized the target tissue or
organ from each image dataset.24 By superimposing the 3D
image and the 2D original image, the threshold was adjusted to
the level of the boundary of each structure in the 2D cross-
sectional image and visualized using the surface rendering
method.25 These processes were performed using an MP-i1620
computer (MouseComputer Co., Tokyo, Japan) with the
following parameters: central processing unit, Intel Core i7-7700K
at 4.20 GHz, 4.2 GHz; random access memory: 32.0 GB [Intel
Corp., Santa Clara, California, USA]; graphic processing unit;
image processing software Avizo Lite, version 9.3 [Thermo Fisher
Scientific, Waltham, Massachusetts, USA]; NVIDIA GeForce GTX
1080 Ti [Nvidia Corp., Santa Clara, California, USA]).

2D- and 3D-Registration: Mixed-Reality Computer Graphics
We aligned the fusion 3DCG and the 2D brain surface photograph.
The brain surface photograph was obtained using a digital camera
just after the craniotomy (512 � 512 pixel size; JPEG [Joint
Photographic Experts Group] format). Nonrigid registration using
the thin-plate spline method based on paired landmarks was
performed using the fusion 3DCG as the reference. The landmarks
were set as feature points and included blood vessels, sulci, and
gyri common to the fusion 3DCG and the brain surface photo-
graph. The landmarks were installed at 20e30 points to be evenly
OSURGERY: X, https://doi.org/10.1016/j.wnsx.2021.100102

www.sciencedirect.com/science/journal/25901397
https://doi.org/10.1016/j.wnsx.2021.100102


Table 1. Clinical Patient Characteristics

Pt. No. Age (Years) Sex Pathology Tumor Location Tumor Volume (cm3)

1 31 Male OD Left SFG 70.2

2 36 Male GBM-O Left SFG 67.0

3 40 Male AOA Left SFG 17.0

4 28 Male OD Left SFG 13.7

5 30 Male OA Left insula 30.4

6 33 Male GBM Left SFG 5.1

7 40 Female OD Left MFG 25.6

8 35 Male OD Left SFG 24.2

9 69 Female Infiltrating astrocytoma Left insula 7.7

10 40 Male GBM Left SFG 33.5

11 30 Female GBM Left MFG 21.9

12 50 Female AO Left temporal lobe 135.5

13 56 Female AOA Left SFG 5.1

14 41 Female AO Left temporal lobe 120.4

15 56 Male DA Left IFG 12.1

16 23 Male DA Left MFG 71.0

Pt. No., patient number; OD, oligodendroglioma; SFG, superior frontal gyrus; GBM-O, glioblastoma, oligodendroglial component; AOA, anaplastic oligoastrocytoma; OA, oligoastrocytoma; GBM,
glioblastoma; DA, diffuse astrocytoma; MFG, middle frontal gyrus; IFG, inferior frontal gyrus; TL, temporal lobe.
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distributed under these conditions. The thin-plate spline method
enables nonrigid deformation by dividing the deformation equa-
tion into affine transformation and nonaffine transformation
parts.25,26 The formula is as follows:

f ðxÞ ¼ x$Aþ 4ðxÞ$u
where A is an affine transformation matrix and u is a non-affine
transformation coefficient matrix. The vector 4(x) is associated
with the thin-plate spline kernel. The brain surface photograph is
transformed based on the landmark and moved to the fusion
3DCG. The described operation was performed using Avizo Lite,
version 9.3 (Thermo Fisher Scientific). We termed this mixed-
reality computer graphics (MRCG; Figure 1).

Assessment
The registration error between the fusion 3DCG and the photo-
graph of the operative field was measured on the MRCG. The
target registration error at the midpoint of the landmarks, which
has been considered to have the largest alignment error owing to
the nature of the interpolation manner of the proposed method,
was measured at 10 locations on the MRCG. The error was
measured by 2 neurosurgeons, and the average and standard error
were obtained (Figure 2).

RESULTS

MRCG could be created in all cases. Approximately 3e8 hours
were required to create the fusion 3DCG before surgery. The
procedure of the proposed method to register the fusion 3DCG
WORLD NEUROSURGERY: X 11: 100102, JULY 2021
and photograph of the operative field was completed within w10
minutes. The average number of landmarks used for alignment
was 24.6. The total measurement points were 160, and the target
registration error was 0.72 � 0.04 mm (minimum, 0.05;
maximum, 3.38; Table 2).
It was possible to confirm the correspondence between the

medical image information and physical space with high accuracy.
Even in the region where the maximum error was recognized, we
found no hindrance because the detailed blood vessel structures in
the surrounding area could be confirmed during surgery. We had
no difficulty in deciding whether the information was correct. For
the course of the blood vessels that were divided and could not be
visualized with fusion 3DCG, a more accurate course of blood
vessels could be confirmed by adding the blood vessel information
from the brain surface photograph.

Illustrative Case 1: Patient 1
Patient 1 was a 31-year-old man with oligodendroglioma. It was
challenging to identify the extent of the tumor using only the
operative field image (Figure 3A). Moreover, it was difficult to
match the spatial positional relationship in the operative field
using only the fusion 3DCG (Figure 3B). MRCG enabled clear
determination of the area of the tumor (Figure 3C).

Illustrative Case 2: Patient 3
Patient 3 was a 40-year-old man with anaplastic oligoastrocytoma.
Preoperative surgical excision based on the arcuate fasciculus
using diffusion tensor tractography was planned. MRCG allowed
www.journals.elsevier.com/world-neurosurgery-x 3
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Figure 1. Workflow of the proposed method. (A) Fusion
3-dimensional (3D) computer graphics (3DCG) were
prepared before surgery. Multimodal volume data such
as computed tomography, magnetic resonance
imaging, and 3D-rotational angiography data were
co-registered using the normalized mutual information
(NMI) method. Each target organ or tissue was
segmented with multiple thresholds. (B) The
photograph of the operative field was acquired just
after opening of the dura and output in JPEG (Joint

Photographic Experts Group) format. (C) The proposed
method to align the fusion 3DCG and intraoperative
brain surface photograph. (Left) The pairs of landmarks
such as the bifurcation of cortical vessels, sulci, and
gyri were set by us in both the fusion 3DCG and the
operative photograph. The number of landmark pairs
was w20e30. (Right) Registration was performed
using the thin-plate spline method, termed
mixed-reality computer graphics.
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us to reproduce the cortical language function mapping site in
medical images. From the mapping results and tumor area, the
tumor resection in the language area could be extended to allow
for conservation of function (Figure 4).
Illustrative Case 3: Patient 17
Patient 17 was a 23-year-old man with oligodendroglioma. A
comparison of the registration accuracy between the navigation
system and MRCG is shown in Figure 5. The bifurcation of the
cortical vessel in the surgical field is shown in Figure 5A. The
coordinate shown on the navigation system was in the brain
parenchyma (Figure 5B). The distance between the coordinates
of A reproduced using MRCG and the bifurcation of the cortical
vessel of fusion 3DCG was 0.05 mm (Figure 5C). The alignment
performed with MRCG resulted in greater spatial accuracy than
that using the navigation system.
4 www.SCIENCEDIRECT.com WORLD NEUR
DISCUSSION

Mixed-Reality Computer Graphics
We developed MRCG that fuses real space (brain surface photo-
graph) and virtual space (fusion 3DCG) using nonrigid registration
using both the landmark and the thin-plate spline methods. In
MRCG, the coordinate information of the real and virtual space
was fused, the position could be aligned with high spatial accuracy
of 0.72 mm, and the relationship between the medical image in-
formation and the real space could be observed from any angle.
The brain surface photograph was taken immediately after the
craniotomy, and MRCG was created before the procedure with the
operating microscope started. Therefore, it did not interfere with
the progress of the surgery. The conditions for taking a brain
surface photograph include that the craniotomy should align with
the center of the photograph and the photograph should be taken
from a distance of 60e80 cm in a normal direction from the
OSURGERY: X, https://doi.org/10.1016/j.wnsx.2021.100102

www.sciencedirect.com/science/journal/25901397
https://doi.org/10.1016/j.wnsx.2021.100102


Figure 2. Evaluation of spatial registration accuracy of the proposed
method. The area between the landmarks with the largest error was
selected as the measurement point (yellow square).
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craniotomy. The brain surface photograph was taken by the same
photographer belonging to the operating room, and a commer-
cially available digital camera and lens were used. Because the
brain surface photographs were taken under specific conditions, it
was possible to ensure that all the photographs met a certain
quality in all cases and no practical difficulty was encountered.
MRCG did not make a direct contribution to planning the size of
Table 2. Summary of Target Registration Error*

Pt. No. Landmarks (n) TRE1 TRE2 TRE3 TRE4

1 22 1.75 0.29 0.32 0.37

2 30 1.41 1.00 0.55 0.15

3 28 0.84 0.17 0.50 0.37

4 24 0.59 0.46 0.54 0.73

5 24 0.41 0.74 1.01 0.85

6 21 0.24 0.87 0.70 0.22

7 30 1.30 1.83 1.15 0.58

8 20 0.34 1.29 0.91 0.25

9 20 1.93 3.38 1.68 0.49

10 28 0.74 0.89 0.20 1.21

11 23 0.57 1.16 0.35 0.48

12 25 1.20 0.89 0.27 0.28

13 21 0.16 0.19 1.04 0.46

14 30 0.77 0.80 2.84 0.90

15 21 0.13 0.09 0.38 0.49

16 26 0.60 0.82 1.71 0.77

Pt. No., patient number; TRE, target registration error.
*Mean � standard error, 0.72 � 0.04; maximum, 3.38; minimum, 0.05; total number of landmar
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the skin incision or craniotomy because MRCG was not used for
these purposes. In contrast, the fusion 3DCG used to create the
MRCG has high spatial resolution and can display functional in-
formation such as the language field. Hence, the fusion 3DCG was
used for planning the skin incision and craniotomy size. Mixed
reality is a general term for technologies that present a sense of
fusion of the real world and a computer-generated virtual
world.27,28 Intraoperative brain surface photographs were used to
map the real space in the present study, which, strictly
speaking, does not comprise real space. However, this system
cannot be entirely considered to constitute virtual reality. Mixed
reality is a term created to encompass technologies that do not
apply to both virtual reality and AR, and the proposed method
is considered within the scope of mixed reality technology. In
previous reports of surface registration, a method using the sulci
and blood vessels as landmarks was described.18,21,22 Because
the sulci and cerebral surface blood vessels are the most
recognizable features on the cerebral surface, it is believed they
are suitable for identifying brain surface information but cannot
manage outliers owing to nonrigid deformation.21,22 Studies
have also reported the performance of surface registration using
the thin-plate spline method.17,19 Cao et al.17 proposed a
nonrigid registration using 3D blood vessel information by
robust point matching. However, the registration error increased
when the feature points were separated.17

In the present study, we used the thin-plate spline method,
which allows the nonlinear interpolation to pass through multiple
landmarks set on blood vessels, gyri, and sulci that can be seen on
both sides of the brain surface and fusion 3DCG.25,26 This method
TRE5 TRE6 TRE7 TRE8 TRE9 TRE10

1.33 0.41 0.42 0.17 0.70 0.66

0.66 0.97 0.26 0.48 0.41 0.69

0.64 1.60 0.37 0.05 0.68 0.97

0.37 0.57 0.28 0.42 0.65 0.67

0.28 0.82 0.96 1.01 0.78 2.07

0.32 0.46 0.40 0.92 0.84 0.88

0.15 0.21 0.69 1.65 2.06 1.29

0.78 0.08 0.44 1.00 0.50 0.85

1.39 0.31 3.35 0.24 1.16 0.28

0.49 0.58 0.48 0.59 1.03 0.23

0.42 0.54 0.05 0.26 0.11 0.86

0.63 0.55 0.42 0.66 0.37 0.46

0.33 0.31 0.24 0.45 0.36 0.52

1.08 0.32 0.46 2.32 0.23 0.92

0.93 0.54 0.51 0.42 0.71 0.31

0.19 0.28 0.25 0.74 1.11 1.41

ks, 393; mean number of landmarks, 24.6.
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Figure 3. Illustrative case 1 (patient 1): a 31-year-old man with
oligodendroglioma. (A) Intraoperative brain surface photograph in JPEG
(Joint Photographic Experts Group) format. (B) Fusion 3-dimensional
computer graphics (3DCG) created from preoperative imaging studies. The

purple highlight indicates the tumor area. (C) Mixed-reality computer
graphics created by aligning the intraoperative brain surface photograph and
fusion 3DCG. The purple highlight indicates the tumor area.
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requires a certain number of landmarks (�3), and the tissues,
such as cerebral surface blood vessels and sulci, that become
landmarks on the brain surface photograph must also be
visualized on the fusion 3DCG. Furthermore, to complete the
alignment during surgery, the total numbers of landmarks to be
Figure 4. Illustrative case 2 (patient 3): a 40-year-old man with anaplastic
oligoastrocytoma who underwent awake surgery. The black spheres
indicate the sites where speech arrest, dysarthria, and paraphasia were
shown, and thewhite spheres denote the asymptomatic sites. The red dot
line shows the extraction range. The purple highlight shows the extent of
tumor development. The area surrounded by a red dotted line shows
where it was judged that tumor resection can be safely added using
mixed-reality computer graphics.

6 www.SCIENCEDIRECT.com WORLD NEUR
set in the craniotomy area were 20e30 (1e15 in the peripheral
area and 10e15 in the central area). It is possible to align the
brain surface photograph and fusion 3DCG, regardless of the
craniotomy size if corresponding characteristic anatomical
structures are present in the craniotomy field. Therefore, a
major craniotomy is not required to create the MRCG. It is a
limitation that the landmark installation site is installed on a
brain surface structure such as a blood vessel bifurcation or
sulcus. Therefore, in a case in which the structure on the brain
surface is lost by the surgery, a sufficient number of landmarks
will not be installed, and alignment accuracy should not be
expected. Moreover, MRCG cannot respond to the passage of
time because brain surface photographs provide information at a
point in time in the surgical field.
Comparison with Navigation System
Surgical navigation systems are widely used clinically as methods
of matching the coordinate information between medical images
and real space.8,9 These surgical navigation systems map the
coordinate information of real space onto the medical image,
and the surgeon eventually matches the image information of
the coordinate information of real space with the real space of
the operative field. Furthermore, using the navigation systems
currently on the market, it is difficult to display a 3D image with
high spatial resolution owing to the limited sequence and
modality that can be displayed and the limited function of the
image processing software. It is difficult to intraoperatively
confirm or correct the registration error.29-31 MRCG allowed us
to overcome the problems of these surgical navigation systems.
However, for deep areas of the operative field and complicated
spaces with severe irregularities, in principle, the surgical navi-
gation system will be superior to MRCG with only surface infor-
mation. Thus, it is necessary to understand the characteristics of
both and use them properly. With the advent of surgical
OSURGERY: X, https://doi.org/10.1016/j.wnsx.2021.100102
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Figure 5. Illustrative case 3 (patient 17): a 23-year-old man with
oligodendroglioma. (A) The bifurcation of a cortical vessel shown by the
surgeon. (B) The axial view of the magnetic resonance image displayed on
the navigation system. The intersection of the extended orthogonal green

lines is the coordinate of the site shown in A displayed on the navigation
system. (C) The blue sphere shows the coordinates reproduced on
mixed-reality computer graphics at the site indicated in A.
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navigation systems that can be equipped with MRCG, better
intraoperative support might be possible.

Comparison with AR
Many surgical AR simulations that project virtual information onto
real space have been reported.14,16,32 AR can be more useful than
MRCG in that it projects virtual information onto a true physical
space. However, AR has the property of directly projecting an
image onto real space, which has a low degree of freedom in
the surgical field, and continuing registration in real-time.15

Therefore, it is difficult to observe a medical image projected at
a free angle and to superimpose a high-definition fused 3D im-
age and maintain registration accuracy. In this respect, MRCG can
be considered superior to AR.

CONCLUSIONS

The use of MRCG enables highly precise spatial alignment be-
tween real space (brain surface photograph) and virtual space
(fusion 3DCG) by combining the landmark and thin-plate spline
methods. MRCG made it possible to observe the brain surface
WORLD NEUROSURGERY: X 11: 100102, JULY 2021
photograph and the fused 3D image complementarily at any angle,
which could improve the safety of the surgery.
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