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Abstract
Breast cancer is one of themost harmful diseases for womenwith the highest morbidity. An efficient way to decrease its mortality is to
diagnose cancer earlier by screening. Clinically, the best approach of screening for Asian women is ultrasound images combined with
biopsies. However, biopsy is invasive and it gets incomprehensive information of the lesion. The aim of this study is to build a model
for automatic detection, segmentation, and classification of breast lesions with ultrasound images. Based on deep learning, a
technique using Mask regions with convolutional neural network was developed for lesion detection and differentiation between
benign and malignant. The mean average precision was 0.75 for the detection and segmentation. The overall accuracy of benign/
malignant classification was 85%. The proposed method provides a comprehensive and noninvasive way to detect and classify
breast lesions.

Abbreviations: BI-RADS = breast imaging reporting and data system, CNN = convolutional neural network, mAP = mean
average precision, MRI = magnetic resonance imaging, NN = neural network, R-CNN = regions with convolutional neural network,
RoI= region of interest, RoIAlign = region of interest alignment, RoIPool = region of interest pooling, RPN = region proposal network,
SVM = support vector machine.
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1. Introduction

Breast cancer is a malignant tumor formed by the abnormal
division of ducts or lobules. If the breast structure changes, it
might produce tumors. Tumors can be classified into benign and
malignant tumors according to the histopathology (eg, differen-
tiation ability, cell pleomorphic, nuclear to cytoplasm ratio), or
clinical biological indicators (eg, invasion and metastasis). And it
is one of the most harmful diseases for women with the highest
morbidity. In addition, the course of breast cancer develops
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rapidly. Thus delayed diagnosis may have a significant impact on
patients.[1] If breast cancer diagnosis can be done earlier, its
mortality can be decreased. Breast cancer screening is an efficient
method to detect indeterminate breast lesions early.
The common way of breast screening is imaging diagnosis,

which includes breast magnetic resonance imaging (MRI),
mammography, and breast ultrasound. Different indications
are associated with different imaging approaches. MRI for breast
screening is highly sensitive to soft tissue lesions. However, it is
costly, with a relatively long scan time and with a higher rate of
false positives. Consequently, breast MRI is mainly recom-
mended for women at high risk of breast cancer.[2] Mammogra-
phy is highly sensitive to the detection of calcifications but with
limitations on people with dense breast tissues.
Breast ultrasound uses the transducer to convert electrical

signals into ultrasound signals. Based on the different magnitude
of reflected ultrasoundwaves and echoes time, the reflected sound
waves can create an image through computer processing. As a
result, ultrasound has the advantage of no ionizing radiation and
real-time examination. Clinically, ultrasound is used for echo-
guided biopsy examinations. Currently, mammography and
breast ultrasound are the most common screening approaches.
Breast imaging reporting and data system (BI-RADS) proposed

by the American College of Radiology suggests mammography as
the standard imaging approach for breast screening. However, the
breast density of Asian women is denser than Western women.[3]

Womenwith dense breast are at greater risk of breast cancer,[4] and
the sensitivity of mammography decreases 30% in dense-breasted
women.[2,5] Because of this, breast ultrasound plays a vital role for
Asian women in comparison to mammography.
Clinically, ultrasound is generally combinedwith biopsies to aid

in the diagnosis of breast lesions. However, biopsy is an invasive
procedure at risk of infection. Besides, on account of tumor
heterogeneity, biopsy only gets incomprehensive information of
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the tumor. To overcome the shortages of the ultrasound/biopsy
combination screening, the purpose of this studywas to distinguish
breast lesions between benign andmalignant comprehensively and
prevent unnecessary biopsy by objectively analyzing noninvasive
breast ultrasound images.
In a previous study of breast cancer classification, local texture

features are important characteristics. They applied computer-
aided diagnosis in breast ultrasound to quantify lesions by
BI-RADS features including shape, orientation, margin, lesion
boundary, echo pattern, and posterior acoustic feature classes to
find the correlation between the extracted image features and the
lesion. However, each feature has significant differences in the
correlation of pathological section results.[6] Another research
used an artificial neural network based on the 5 characteristics of
spiculation, ellipsoid shape, branch pattern, brightness of nodule,
number of lobulations to effectively distinguish between benign,
and malignant breast lesions.[7] Besides, Li et al used deep
learning and feature-based statistical learning to evaluate breast
density and compare the effectiveness of the above 2 methods.[8]

The results showed that techniques using deep learning are better
than feature-based statistical learning. Therefore, this study used
deep learning technique in breast lesions classification.
Neural network (NN) is a mathematical model to simulate the

structure and function of biological NN. Convolutional neural
networks (CNN) has a strong ability in image recognition and
has been proven a good tool for judging the characteristics of
borders and colors. Regions with CNN (R-CNN) applies CNN in
object detection. However, R-CNN is slow to generate region
proposal. To increase efficiency, Fast R-CNN combines feature
extraction, classifier, and bounding box prediction of R-CNN
into 1, and proposes a method called region of interest pooling
(RoIPool).[9] The above approaches reduce the number of
convolutions and the detection time but still uses the selective
search method, which is still time-consuming, to generate region
proposal. Consequently, Faster R-CNN proposes extracting
region proposal by CNN that shares convolutional layers for
getting region proposal, class, bounding box simultaneously to
speed up the system. In this study, Mask R-CNN approach was
taken, which is based on Faster R-CNN and has the advantage of
automatic image segmentation – defining the tumor bounding
box, drawing a contour of the tumor area, before lesion
classification between benign and malignant.
Figure 1. Breast ultrasound images of (
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The aim of this work was to build a model for automatic
detection, segmentation, and classification of breast lesions with
ultrasound images. And the results of this study were compared
with biopsy results, which are the gold standard for breast cancer
diagnosis. To establish a benign and malignant classification
model of breast cancers, Mask R-CNN was applied to achieve
automatic tumor contouring and classification. It also can
provide more quantitative information in breast ultrasound
images and improve the consistency and accuracy of benign and
malignant classification of breast cancers.

2. Material and methods

2.1. Establishment of the imaging database – case
collection and tracking

This study retrospectively collected the primary ultrasound
images with biopsy histological and diagnostic report fromChina
Medical University Hospital. This study protocol was reviewed
and approved by Institutional/Independent Review Board (IRB:
CMUH106-REC1-087). Patients who underwent breast ultra-
sound examination accompanied by biopsy in China Medical
University Hospital were included in the study group. The breast
ultrasound images, histological confirmation, and clinical
information, including the category of BI-RADS and the biopsy
report of patients were collected. In this study, a total of 80 cases
were recruited and the image datasets were composed of 307
images of ultrasound images obtained during echo guide biopsy.
Ultrasound was performed by radiologists using GE ultra-

sound machine (LOGIQ S8, GE Medical Systems, Milwaukee,
WI) with a 9 to 12-MHz transducer. The original image format
was Digital Imaging and Communications in Medicine and the
image size was 960�720 pixels, where 1-pixel size corresponded
to 0.08mm�0.08mm. Images with artifact and incomplete
tumor were excluded. Figure 1 shows ultrasound images of a pair
of typical benign and malignant breast lesions.

2.2. Contouring and classification of tumor

After collecting the ultrasound image, the radiologist with 7 years
of work experience using image J delineated the contour of the
tumor area, and the physician classified the lesions into 6 BI-
RADS categories. The categories associated with the clinical
a) benign lesion, (b) malignant tumor.



Table 1

BI-RADS categories associated with the clinical assessment.

Category Assessment

1 Negative
2 Benign
3 Probably benign
4 Suspicious malignancy
5 Highly suspicious malignancy
6 Proven malignancy

BI-RADS = breast imaging reporting and data system.
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assessment are listed in Table 1. Clinically, if the lesionwas sorted
into category 3, the clinician assessed and determined whether to
proceed with biopsy. If the BI-RADS category was 4 or higher,
the clinician mostly suggested proceeding with biopsy to aid in
the discrimination of lesions’ types and benign-malignant
classification. In this study, the results of tumor contour and
biopsy were used as the ground truth for Mask R-CNN network
training.
2.3. Mask R-CNN techniques

Object detection and segmentation are to distinguish different
objects in an image and draw the bounding box on a specific
object. Mask R-CNN is one of the methods of object detection
and segmentation. It can not only draw a bounding box for the
target object, but also further mark and classify whether the
pixels in the bounding box belong to the object or not, which can
be used to identify the object, mark the boundary of the object,
and detect key points.
Mask R-CNN is based on Faster R-CNN and extends its

application to the field of image segmentation. Its network
architecture is illustrated in Figure 2. The process of Mask R-
CNN is similar to Faster R-CNN, both using region proposal
network (RPN) to extract features, and to classify and tighten
bounding boxes. Faster R-CNN uses RoIPool as a feature
extraction method for quantifying each RoI region, and solving
the problem of sizes of RoI features at different scales by max
pooling.[9] However, the process causes the loss of spatial
information, making the original image RoI and extraction
features misplaced. To solve this problem,Mask R-CNN replaces
RoI pooling of Faster R-CNN with ROI alignment (RoIAlign),
Figure 2. The network architecture of Mask R-CNN. RoIAlign replaces RoI Pooling
RoIAlign. Gray flow chart is the original Faster R-CNN, and the red one is differences
with convolutional neural network, RoI = region of interest, RoIAlign = region of
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and consecutively uses the mask branch to mark the result of
RoIAlign for the object area.
After the network architecture was completed, Mask R-CNN

was trained using the ultrasound images and the corresponding
biopsy data, tumor contours, drawn by a radiologist, as ground
truth. The training process randomly split the collected cases into
a training set and a validation set, and the model established by
the training set data was tested against the validation set in order
to ensure the accuracy and stability of the model. The value of the
loss function L, Lclass +Lbox+Lmask, in Mask R-CNN was
minimized, and the most suitable model through the minimiza-
tion of the loss function on the training data was used as the NN
model. The trained model was applied to predict and analyze
with new data, such as the validation set.
The loss function of Mask R-CNN is defined as:

L ¼ Lclass þ Lbox þ Lmask

where Lclass þ Lbox are identified the same as in Faster R-CNN,
Lclass þ Lbox are defined as:

Lclass þ Lbox ¼ 1
Ncls

X
i
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And the Lmask is the average binary cross-entropy loss:

Lmask ¼ � 1
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Symbol Explanation

...pi Predicted probability of anchor i being an object
p�i Ground truth label (binary) of whether anchor i is an object
ti Predicted 4 parameterized coordinates
t�i Ground truth coordinates
Ncls Normalization term, set to be mini-batch size (∼2) in the paper
Nbox Normalization term, set to the number of anchor locations (∼256) in

the paper
l A balancing parameter, set to be ∼10 in the paper (so that both

Lclass andLbox terms are roughly equally weighted).
in Mask R-CN
and amendm
interest alignm
N, and themask branch is consecutively used tomark the result of
ents betweenMask R-CNN and Faster R-CNN. R-CNN= regions
ent, RoIPool = region of interest pooling.
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Figure 3. Example of tumor contour. (a, b) An original image of malignant
tumor and contour mask (white area); (c, d) an original image of benign tumor
and contour mask (white area).
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The performance of the trained Mask R-CNN model was
quantitatively evaluated by mean average precision (mAP) as the
accuracy of lesion detection/segmentation on the validation set:

mAP ¼ A∩B
A∪B

¼ 1
NT

XNT

i¼1

NDR
i

ND
i

 !
ð1Þ
Figure 4. Example of lesion segmentation evaluation. (a) A benign lesion; (b) the
calculated according to the manual contour (dashed line); (c) the automatic lesion de
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where A is the model segmentation result and B is the
corresponding tumor contour delineated by the experienced
radiologist, true clinical lesion, as the ground truth. NT is the
number of images;NDR

i is the overlapped area between the model
detected lesion and the true clinical lesion regions; and ND

i is the
size of the true clinical lesion.
The overall lesion classification performance of the proposed

method was validated by accuracy. The measures of accuracy is
evaluated by the following equations:

Accuracy ¼ ðTPþ TNÞ=ðTPþ TNþ FPþ FNÞ ð2Þ

where TP= true positive, TN= true negative, FP= false positive
and FN= false negative.
3. Results

In this study, the 307 cases in the image database (178 benign and
129 malignant) were splitted into 80% as the training set and
20% as the validation set.
Figure 3 shows the results of tumor contour by professional

radiologists. Figure 3(a) and (b) are breast ultrasound images of
2 different malignant tumors, (c) and (d) are benign tumors. The
left side of the image is the original reference image, and the right
side shows the actual mask produced by a professional
radiologist referenced from the original image.
Figure 4 shows an example of lesion segmentation evaluation

with the contour delineated by a radiologist and the correspond-
ing result of the model segmentation. The mAP was 0.75 for the
automatic lesion delineation in validation.
The accuracy of benign-malignant classification of breast

cancers compared with histological results was 85% in
validation.
The loss is 0.9648; RPN class loss is 0.0159; RPN bounding

box loss is 0.1581; Mask R-CNN class loss is 0.0659; Mask R-
CNN bounding box loss is 0.2583; Mask R-CNN mask loss is
0.4666; validation loss is 1.5698; validation RPN class loss is
0.0147; validation RPN bounding box loss is 0.5478; validation
Mask R-CNN class loss is 0.0829; validation Mask R-CNN
bounding box loss is 0.4343; validation Mask R-CNNmask loss
is 0.4901.
4. Discussion

The aim of this work is to build a model to automatic detection,
segmentation and classification of breast lesions with ultrasound
images. The traditional generation of RoI region shape is usually
radiologist delineated the red contour (solid line), and the rectangular box was
lineation by the proposedmethod. The confident score for this case was 0.992.
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rectangular which only can delineate lesion contour roughly. And
it is difficult to auto-segmentation in ultrasound images due to its
low image quality.[10] If more normal tissues in RoI can be
excluded, the differentiation between tumor and normal tissues
would be more accurate.[11]

A few other recent studies used support vector machine
(SVM),[12,13] a method of machine learning, in detection and
classification. Those methods needed to extract features form RoI
and then the features were given to SVM classifier through SVM
detection. Besides, those studies used active contour method in
lesion detection, for which statistical features were applied to find
seed points and then delineate the lesion.
In this study, RoI regions were automatically delineated and

features were extracted from images by CNN layer by layer
without previously giving the features. As a result, the proposed
method has the advantage of observation lesions comprehen-
sively, not only by analyzing single features.
Ultrasound images is an effective diagnostic tool for breast

cancer detection. In order to visualize lesions clearly, the
radiologists must change the depth of images along with lesion
depth. Thewayof changing depth is important for identifying deep
lesions in breast ultrasound images.[14] But the thickness of the
breast in each case is different and each lesion is in different depth.
As a result, the change of depth might lead to misinterpretation
which in consequence may decrease the accuracy.
Some studies need to preprocess images before extracting

features.[13,15] But it was not required in this study. In those
studies, preprocessing images was supposed to reduce the noise in
the images and thus to improve the accuracy. However, another
study concluded that the reduction of speckle noise does not
improve the diagnostic performance.[16] And the other study even
used the speckle noise as the feature in computer-aided
classification of breast masses.[17] As a result, preprocessing
images could influence the result of classification, although how it
could influence overall performance is uncertain at this point.
5. Conclusions

In this study, a method of automatic detection, segmentation and
classification of breast lesions with ultrasound images is
proposed. It can accurately delineate the lesion regions and
classify the regions into benign or malignant.
By the combination of breast ultrasound images and deep

learning, it can provide the information that was not available in
traditional diagnostic software in the past. The proposed method
can improve the consistency and accuracy of benign–malignant
classification of breast lesions and it can serve as a new tool for
clinical diagnosis. In the future, the number of cases in the image
database is expected to increase and the hyperparameters in deep
learning are expected to be more optimized, which will increase
the model’s accuracy further.
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