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# Neural Correlate of Transition Violation and Deviance Detection in the Songbird Auditory Forebrain 

Mingwen Dong ${ }^{1 *}$ and David S. Vicario ${ }^{2}$<br>${ }^{1}$ Behavior and Systems Neuroscience, Psychology Department, Rutgers, the State University of New Jersey, New Brunswick, NJ, United States, ${ }^{2}$ Behavior and Systems Neuroscience, Psychology Department, Rutgers, the State University of New Jersey, New Brunswick, NJ, United States

Deviants are stimuli that violate one's prediction about the incoming stimuli. Studying deviance detection helps us understand how nervous system learns temporal patterns between stimuli and forms prediction about the future. Detecting deviant stimuli is also critical for animals' survival in the natural environment filled with complex sounds and patterns. Using natural songbird vocalizations as stimuli, we recorded multi-unit and single-unit activity from the zebra finch auditory forebrain while presenting rare repeated stimuli after regular alternating stimuli (alternating oddball experiment) or rare deviant among multiple different common stimuli (context oddball experiment). The alternating oddball experiment showed that neurons were sensitive to rare repetitions in regular alternations. In the absence of expectation, repetition suppresses neural responses to the 2 nd stimulus in the repetition. When repetition violates expectation, neural responses to the 2 nd stimulus in the repetition were stronger than expected. The context oddball experiment showed that a stimulus elicits stronger neural responses when it is presented infrequently as a deviant among multiple common stimuli. As the acoustic differences between deviant and common stimuli increase, the response enhancement also increases. These results together showed that neural encoding of a stimulus depends not only on the acoustic features of the stimulus but also on the preceding stimuli and the transition patterns between them. These results also imply that the classical oddball effect may result from a combination of repetition suppression and deviance enhancement. Classification analyses showed that the difficulties in decoding the stimulus responsible for the neural responses differed for deviants in different experimental conditions. These findings suggest that learning transition patterns and detecting deviants in natural sequences may depend on a hierarchy of neural mechanisms, which may be involved in more complex forms of auditory processing that depend on the transition patterns between stimuli, such as speech processing.

[^0]
## 1. INTRODUCTION

Sounds and their sequence in the natural environment are variable but often occur in patterns. Learning these patterns is adaptive because they can be used to predict future stimuli and facilitate the detection of deviant stimuli which may indicate novelty or danger. Studying deviance detection can help us understand how sensory system learns temporal patterns between stimuli and forms predictions about the future stimuli. It also provides a test for the predictive coding hypothesis, which states that sensory system constantly makes predictions about future stimuli to reduce uncertainty about the environment (Friston and Kiebel, 2009; Friston, 2010). In the auditory system, deviance detection has been widely studied using the oddball paradigm, in which one stimulus (oddball) is presented rarely in sequences of another common stimulus (standard). Using pure tone stimuli that differed in acoustic frequency, Ulanovsky et al. (2003) found that the oddball tone elicited stronger neural responses than the standard tone in the auditory cortex of anesthetized cats. This is the so-called oddball effect and the suggested neural mechanism was stimulus-specific adaptation (SSA, reduction in neural responses to repeated stimuli). Later, SSA has been found in the subcortical nonlemniscal regions of inferior colliculus (IC) and medial geniculate body (MGB) (Antunes et al., 2010; Antunes and Malmierca, 2011; NietoDiego and Malmierca, 2016). Similar phenomena have also been found in other species like songbirds (Beckers and Gahr, 2012; Hershenhoren et al., 2014; Malmierca et al., 2015). However, deviance detection is not limited to these simple stimuli and sequences. Deviant sounds in the natural environment occur in more complex patterns. For example, the stimulus pattern can be the alternation of two sounds instead of the repetition of just one, there can be multiple different standard stimuli instead of only one, and the sounds can often be more complex than pure tones. Indeed, mismatch negativity (MMN), a physiological correlate of deviance detection in human EEG studies, has been observed not only in the simple oddball paradigm (Näätänen et al., 2007) but also in many more complex situations (Paavilainen, 2013). For example, rare repetitions in a sequence of alternating stimuli elicited MMN (Nordby et al., 1988; Cornella et al., 2012); in another case, MMN was seen in the oddball paradigm even when two stimuli had similar acoustic structures but belonged to different phonetic categories (Sharma and Dorman, 2000; Silva et al., 2017). However, at the neural level, there have not been as many experiments studying deviance detection at the same complexity as in MMN.

To explore whether auditory neurons are sensitive to the transition patterns between stimuli and detect deviants in complex situations, we conducted two experiments: (1) alternating oddball experiment, (2) context oddball experiment. In both experiments, zebra finches were used as the animal model and we recorded multi-unit and single-unit activity from the auditory forebrain. In the alternating oddball experiment, stimulus repetitions were infrequently presented in ongoing sequences of two stimuli that were presented in either alternating (repetitions were rare \& unexpected) or random order (repetitions were common). We hypothesized that neurons
would respond similarly to the two stimuli in the repetition when repetitions are common (random condition), but differently when repetitions are rare (alternating condition). By comparing the neural responses to the two stimuli in the alternating and random conditions, we tested whether auditory neurons were sensitive to the transition probabilities between stimuli set up by the alternation. In the context oddball experiment, one target stimulus was presented among several different context stimuli. The context stimuli always shared acoustic similarities with each other. The target stimulus is standard when it is similar to the context stimuli but deviant when it is different from the context stimuli (differed in familiarity or acoustic categories). We hypothesized that the target stimulus would elicit stronger neural responses when it is deviant than when it is standard. By comparing the neural responses when the target stimulus was deviant vs. when it was standard, we tested whether auditory neurons can detect deviants when there are multiple context stimuli (standards in the classical oddball paradigm). Responses were assessed both using the typical encoding analysis methods, and from a decoding perspective that may be relevant to understanding neural processing along the auditory pathway. The results from these experimental approaches demonstrated neural sensitivity to sound sequences and context, phenomena that cannot be understood from a simple SSA or synaptic habituation perspective, in paradigms that are relevant to the kinds of deviants that engage mismatch negativities (MMN) (Garrido et al., 2009) in human studies. This implies that the auditory system could learn transition patterns between stimuli and constantly make predictions about the future stimuli, consistent with the predictive coding framework (Friston and Kiebel, 2009).

## 2. MATERIALS AND METHODS

### 2.1. Subjects

This study used 14 adult ( $>130$ days) male zebra finches ( 8 for the alternating oddball experiment and 6 for the context oddball experiment, see below). All birds were housed in a general aviary with other zebra finches at Rutgers University under a $12 \mathrm{~h}: 12$ h light/dark cycle and provided with water and food ad libitum. All experimental procedures were approved by the Institutional Animal Care and Use Committee of Rutgers University.

### 2.2. Surgery

Birds were prepared for electrophysiological recording under isoflurane anesthesia ( $1-2 \%$ in oxygen). The anesthetized bird was placed in a stereotaxic device, feathers on the scalp were removed and 0.04 cc Marcaine ( $0.25 \%$ ) was injected under the scalp. Then, a midline horizontal incision was made and enlarged to expose the skull. The outer layer of the skull was removed over the region of interest around the bifurcation of the midsagittal sinus. Dental cement was then used to form a small round chamber over the opening, and a metal pin was attached to the skull to keep the bird's head fixed during subsequent awake electrophysiological recording. The bird received an injection of 0.04 cc Metacam ( $5 \mathrm{mg} / \mathrm{mL}$ ) for post-operative analgesia and was closely monitored for recovery.

### 2.3. Electrophysiological Recording

After 2 days of recovery, the bird was restrained in a custom tube, and fixed to the stereotaxic frame by clamping the previously implanted pin. Then, a small craniotomy exposed the dura over the recording area. Sixteen electrodes (Type ESI2ec, impedance: 2-3 MOhms, Thomas Recording) were lowered into the auditory forebrain ( 1 mm lateral from midline, 1.5 mm rostral to Y-point) of the two hemispheres (8 electrodes per hemisphere). Figure 1 shows the three main structures of the auditory forebrain: field L2, Caudomedial Nidopallium (NCM), and Caudal Mesopallium (CM). Field L2 is analogous to the primary auditory cortex in mammals, and NCM and CM are similar to the superficial layer of the primary auditory cortex or the secondary auditory cortex in mammals (Brainard and Doupe, 2013). A speaker placed 30 cm in front of the bird was used for stimulus presentation. All stimuli were equated for RMS amplitude, with peak amplitude of 65 dB SPL (A scale). White noise shaped with the amplitude envelope of zebra finch song was then used to search for responsive sites. Once the electrodes showed auditory-evoked activity characteristic of the target area, playback of experimental stimuli began. A power 1401 (CED, Cambridge, England) was used for both stimulus presentation and neural recording. Neural activity was amplified (x 19,000), filtered ( $0.5-5 \mathrm{kHz}$ bandpass), digitized ( 25 kHZ ), and stored for further analysis.

Multi-unit activity (MUA) was obtained by thresholding the raw waveforms ( 2.5 standard deviation above the mean) for each electrode (Figure 1). Single unit activity (SUA) was discriminated by feeding the raw waveforms into the automatic spike sorting algorithm waveclus described by Quiroga et al. (2004). Sorted single units were included in the analysis only if the percentage of inter-spike intervals less than 2 ms (contamination rate) was less than $2 \%$. For each electrode/unit, neural response to each stimulus trial was computed by subtracting the average firing rate during the baseline period ( $1 / 4$ of the inter-stimulus interval before the stimulus) from the firing rate during the stimulus period (plus $10 \%$ of stimulus duration).

### 2.4. Auditory Stimuli

The stimuli were syllables from zebra finch songs (recordings from our lab) and canary songs (recordings from our lab and on-line resources). Zebra finch and canary syllables had different acoustic features (measured using Sound Analysis Pro from Tchernichovski et al., 2000) and potentially belonged to different categories. Figure 2 shows examples of zebra finch and canary syllables and their major acoustic differences (e.g., frequency modulation, pitch, entropy, ...).

### 2.5. Alternating Oddball Experiment

The alternating oddball experiment included 3 conditions: alternating, control, and oddball (Figure 3). Each condition used two stimuli of the same duration: a zebra finch syllable and a canary syllable. In all three conditions, the interstimulus interval (ISI, onset-to-onset) was 1 second and the stimulus duration ranged from 140 to 190 ms . The particular stimuli used for the different conditions were counterbalanced across birds. In the alternating condition, the two stimuli were first presented in an alternating order for 25 times
(...ABABAB...), then rare repetitions of one of the two stimuli (AA or BB ) were presented after a variable $4-10$ common alternations (...ABABABABAABAB...). In total, there were 20 AA repetitions and 20 BB repetitions. For the repeated pairs, the 2 nd stimulus was called the deviant because it violated the alternating regularities from the preceding sequence, while the 1 st stimulus was called the standard. In the control condition, the stimulus sequence was generated from the alternating condition: the deviant, standard, and the stimulus immediately before it were kept at the same position as a triplet whereas the stimulus sequence between the triplets were shuffled. Consequently, the 2nd stimulus in the repetitions was deviant in the alternating condition but not in the control condition (still called deviant for notation purposes). The typical oddball condition were also included for comparison purposes. Two stimuli (A \& B) were presented in two blocks. In the 1st block, stimulus A was presented after a variable $4-10$ repetitions of stimulus B. In the 2 nd block, the role of the two stimuli were reversed. For notation purposes, the rare stimulus was called the deviant and the stimulus immediately preceding it was called the standard.

### 2.6. Context Oddball Experiment

The context oddball experiment included 4 conditions: control, diffZF, canary, and silence (Figure 4). In each condition, stimuli were presented in 3 consecutive blocks. In the 1st block, one target stimulus and 7 context stimuli were played for 40 repetitions each in a shuffled order. In the 2nd block, the same target stimulus was presented but with 7 different context stimuli for 20 repetitions each in a shuffled order. In the 3rd block, the same stimuli as in the 1st block were presented in a shuffled order but only for 20 repetitions. The 1st block sets up a baseline context in which the target stimulus is normally played. The 2nd presents a new set of context stimuli, which potentially contrast with the target stimulus and make the target a deviant. The 3rd block controls for potential unknown changes in neural responses over time.

In all conditions, the target stimuli were syllables from zebra finch songs and the context stimuli in the 1st and 3rd block were also zebra finch syllables. However, the context stimuli in the 2nd block were different in different experimental conditions. In the control condition, the context stimuli in the 2nd block were the same as those in the 1 st and 3rd block. In the diffZF condition, the context stimuli in the 2nd block were also zebra finch syllables, however, they were different from those in the 1st and 3rd block and novel to the birds. In the canary condition, the context stimuli in the 2nd block were canary song syllables. They were from a different species and novel to the birds. In the silence condition, the context stimuli in the 2nd block were actually silence intervals instead of physical sounds. In the control, diffZF, and canary conditions, the ISI was always 1.2 s and there were no extra gaps between stimulus blocks. In the silence condition, the ISI between stimuli was longer in the 2nd block than in the 1st and 3rd block.

The current experiment is similar to the classical oddball paradigm in that the same stimulus is presented as oddball in one block and as standard in the other block(s). However, unlike the classical oddball paradigm, in which the same stimulus
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FIGURE 1 | Thresholded multi-unit activity (MUA) and anatomical locations of the recording sites. (A) Multi-unit spike trains were obtained by thresholding the raw waveforms ( 2.5 standard deviation above the mean). (B) Cresyl Violet staining of a sagittal section at lateral 0.75 mm from the songbird auditory forebrain. Dorsal is up and caudal is to the left. The red circle marks a lesion in field L2, which has a characteristically darker color than the surrounding areas due to closely packed neurons. The area caudal to field L2 includes Caudomedial Nidopallium (NCM, bottom left), and the area dorso-rostral is Caudal Mesopallium (CM). The anatomical locations of the recording sites were reconstructed with respect to position of the lesions in individual animals. Because the three structures did not show any systematic differences in the SI or decoding results, the data from them were pooled and reported together.
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|  | pitch <br> goodness | pitch (kHz) | Frequency <br> Modulation | entropy | duration (ms) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| zebra finch | $300.6 \pm 181.4$ | $1.2 \pm 1.0$ | $31.7 \pm 11.0$ | $-3.6 \pm 0.7$ | $139.9 \pm 29.9$ |
| canary | $55.1 \pm 30.8$ | $3.3 \pm 0.8$ | $17.9 \pm 11.3$ | $-5.9 \pm 0.5$ | $222.0 \pm 23.6$ |

FIGURE 2 | Comparison between zebra finch and canary song syllables. (A) Example spectrograms of one zebra finch syllable and one canary syllable. (B) Major acoustic differences between zebra finch and canary syllables, measured using Sound Analysis Pro (Tchernichovski et al., 2000). Note that the difference in duration is from the stimuli used in the context oddball experiment. The zebra finch and canary syllables used in the alternating oddball experiment were chosen to have the same duration (within each stimulus set).
is presented with different probabilities as oddball (low) and standard (high), in the current experiment, the target stimulus is presented with the same probability as oddball and standard. In the 2nd block, the target stimuli were presented as the oddball (deviant). In the 1st (only later 20 trials) and 3rd block, the target stimuli were presented as standard (do not contrast with other context stimuli). In the control condition, nothing changed across the 3 stimulus blocks, thus the deviant and standard are expected to elicit similar neural responses. In the diffZF condition, the context stimuli in the 2nd block were novel compared with those in the 1 st and 3rd block. Thus, the familiar target stimulus is a deviant presented among 7 novel stimuli, and the deviant may be expected to elicit stronger neural responses than the standard. In the canary condition, the canary context stimuli and zebra finch target stimulus differed greatly in their acoustic features, e.g., pitch, pitch goodness, and entropy, as measured using Sound Analysis Pro (Tchernichovski et al., 2000) (Figure 2). Thus, the familiar target stimulus is a
deviant presented among 7 context stimuli that are both novel and potentially of different acoustic category, and the deviant may be expected to elicit stronger neural responses than the standard. Because of the contrast both from familiarity and acoustic features, the response enhancement may be bigger than in the diffZF condition. In the silence condition, the average interval between sounds is much longer and the onset of a sound (the target stimulus) was much less predictable in the 2nd block than in the 1st and 3rd blocks. Thus, the deviant may be expected to elicit stronger neural responses than the standard.

Each experimental condition included two different stimulus sets ( 8 stimulus sets in total for 4 conditions) to control for potential stimulus-specific effects. The presentation order of these stimulus sets was counterbalanced across birds. Note that the first 20 trials of the target stimulus in the 1st block were excluded from analyses because neural responses show dynamic stimulus-specific adaptation in the zebra finch auditory forebrain (Chew et al., 1995, 1996).
alternating: $\frac{A B A B A B . . . A B A B A B A A B A B A B A B A B B . . . ~}{\text { shuffle }}$ standard
control: $A A B A B B . . . B B A A A B A A B B A B B A A B B . .$.
oddball: ...AAAAAABAAAA....BBBBBBBABBBB...

FIGURE 3 | Experiment 1: alternating oddball experiment and the stimulus sequences used in the control, alternating, and oddball conditions. In the alternating condition, two stimuli were initially presented in alternation for 25 times to familiarize the bird with the stimuli and the alternation pattern. Then, rare repetitions were presented after a variable 4-10 regular alternations. The deviant (2nd stimulus in the repetition), standard (1st stimulus in the repetition), and the stimulus immediately before them formed a "triplet." In the control condition, the number of stimulus trials and the positions of the triplets were the same as those in the alternating condition, however, stimulus sequences between the triplets were shuffled (not in alternation). In the oddball condition, two stimuli were presented in two blocks with different probabilities. For notation purposes, when a stimulus is presented with low probability, it is called the deviant and the stimulus immediately preceding it is called the standard. Deviant and standard are color-coded with red and blue, respectively.


FIGURE 4 | Experiment 2: context oddball experiment and the stimulus sequences used in the control, diffZF, canary, and silence conditions. In all conditions, stimuli were presented in 3 consecutive blocks. In the 1st block, one target stimulus ( $T$ ) was presented with 7 different zebra finch syllables (Z) for 40 repetitions each in a shuffled order. In the 3rd block, the same stimuli as in the 1st block were presented for 20 repetitions each in a shuffled order. In the 2nd block, the same target stimulus was presented among 7 context stimuli (indicated as X ), which differed depending on the experimental conditions. In the control condition, the context stimuli were the same zebra finch syllables as those in the 1st and 3rd block. In the diffZF condition, the context stimuli were 7 novel zebra finch syllables that were different from those in the 1st and 3rd block. In the canary condition, the context stimuli were 7 syllables from the canary songs. In the silence condition, the context stimuli were silence intervals instead of physical sounds. Note that the target stimulus occurs with the same probability across blocks in all but silence conditions. Subscripts are used to differentiate different stimuli of the same acoustic category.

### 2.7. Criterion for Responsive Electrodes and Units

Recording sites (multi-unit) and units (single-unit) were included for data analysis if they responded to at least one deviant stimulus. Any given recording site or single-unit was considered to be responsive to a stimulus if these conditions were met:

1. The firing rate during the stimulus period was significantly different from that during the baseline period based on the paired Wilcoxon test ( $p<0.001$ for multi-unit, $p<0.05$ for single-unit).
2. The average neural response to the stimulus was above baseline (firing rate $>30$ spikes/s for multi-unit, $>3$ spikes $/ \mathrm{s}$ for single-unit). Consequently, only excitatory recording sites and units were included in the analyses.

### 2.8. Quantify Neural Response Differences Elicited by the Deviant and the Standard

The stimulus-specific adaptation index (SI) from Ulanovsky et al. (2003) was used to quantify the neural response differences elicited by the deviant and standard.

$$
\begin{equation*}
S I=\frac{R_{d}-R_{s}}{R_{d}+R_{s}} \tag{1}
\end{equation*}
$$

In the alternating oddball experiment, $R_{d}$ and $R_{s}$ represent the average neural responses to two stimuli when they were deviant and when they were standard. If the electrode/unit responded only to one of the stimuli, SI was calculated using the neural responses from the effective stimulus.

In the context oddball experiment, $R_{d}$ and $R_{s}$ represent the average neural response to the target stimulus when it was the deviant (in the 2nd block) and when it was the standard (in the 1 st and 3 rd block). Because each experimental condition included two different stimulus sets (see context oddball experiment), the averaged SI was used for statistical analyses whenever available (if the electrode responded to the target stimuli in both stimulus sets) for MUA. For SUA, because spike-sorting was performed separately for each stimulus set and the units from different stimulus sets cannot be guaranteed to be the same, SI from the same condition but different stimulus sets were pooled together for further statistical analyses.

### 2.9. Decoding With Linear Discriminant Analysis (LDA)

Analyses of SI differences allow us to determine whether the deviant and standard stimuli elicited different neural responses. To explore whether these neural responses can be used by downstream neurons to decode whether responses were elicited by the deviant or the standard, LDA was employed using the following assumptions:

- For each bird, the population neural response to a stimulus trial is defined as the responses (firing rates) from all responsive electrodes/units. $\vec{x}=\left[x_{1}, x_{2}, \ldots, x_{i}, \ldots, x_{n}\right], n$ is the total number of responsive electrodes/units.
- The population neural response to a stimulus is a random variable following a multivariate normal distribution. $\vec{x} \sim$ $\operatorname{MVN}(\vec{\mu}, \Sigma)$.
- The population responses to the deviant and the standard have the same covariance matrix but different means.
Even though these assumptions may not be biologically plausible, they're consistent with the view that neural responses are samples from some underlying distributions (Hoyer and Hyvärinen, 2003;

Buesing et al., 2011). The LDA classifier was used because it requires a relatively small sample size to train and is equivalent to the naive Bayes classifier when shrinkage parameter is set to 1 . The used LDA is the implementation from the sklearn package in Python (Pedregosa et al., 2011).

In the alternating oddball experiment, each of the two stimuli was presented as the deviant for 20 trials and as the standard for 20 trials. For each stimulus, the LDA classifier was trained with 18 randomly sampled trials from the deviant and 18 trials from the standard, with the population responses as the features and deviant/standard as the labels. The trained LDA was then used to predict (classify) the labels of the 4 previously left-out trials and the percentage of correctly classified trials was stored. This procedure was repeated 500 times and the average percentage of correctly classified trials (classification accuracy) was calculated for each of the two stimuli. Their average (if available) was the decoding accuracy for a bird in the corresponding experimental condition.

In the context oddball experiment, there were 20 trials of population responses to the target stimulus in each of the three stimulus blocks (the first 20 trials in the 1st block were excluded). We first randomly sampled 19 trials from each of the 1st and 3rd block, and then randomly chose 18 trials as the population responses to the standard (to balance the number of samples from each class when training the LDA classifier); from the 2nd block, we randomly sampled 18 trials as the population responses to the deviant. The LDA was then trained on these data and used to predict (classify) the labels of the 4 previously left-out trials. This procedure was repeated 500 times and the average percentage of correctly classified trials (classification accuracy) was calculated. Since each experimental condition included two different stimulus sets, the decoding accuracy for a bird was the average classification accuracy from the two stimulus sets (if available).

### 2.10. Classifying Units Into Narrow and Wide Type Based on Spike Shape

Several recent studies suggested there may be two different types of neurons in the songbird auditory forebrain (Meliza and Margoliash, 2012; Menardy et al., 2012; Schneider and Woolley, 2013; Ono et al., 2016). One type had narrow spike waveforms and the other had wide spike waveforms. Single-units were classified into the wide and narrow types using the following method:

1. Calculate the average spike waveform for each unit and normalize the waveform by dividing it by its maximum.
2. Perform principal component analysis (PCA) for all the normalized spike waveforms and keep the first 4 components (explained more than $95 \%$ of all variances).
3. Use K-means clustering algorithm to classify the waveforms into two classes with the 4 components as features.
4. The units with wider average waveform are called wide and the rest are called narrow.

### 2.11. Histology

At the end of each recording experiment, several electric lesions ( $20 \mathrm{uA}, 10 \mathrm{~s}$ ) were made for later histological verification of
the recording sites and the bird was returned to its home cage. Two days later, the bird was sacrificed with an overdose of pentobarbital ( $390 \mathrm{mg} / \mathrm{ml}, 2 \mathrm{ml}$ ), and perfused with $0.9 \%$ saline and $3.3 \%$ paraformaldehyde. After several days of fixation, the brain was cut into 50 um sagittal sections using a Vibrotome and stained with Cresyl Violet. Finally, the stained sections were visualized with a microscope and the anatomical positions of recording sites were reconstructed with respect to the previously made lesions. Figure 1 shows one example electrical lesion in the songbird auditory forebrain, which consists of field L2, NCM, and CM. Because the three structures did not show any systematic differences in the SI or decoding results, the data from them were pooled and reported together in both the alternating and context oddball experiments.

### 2.12. Statistical Analyses

In the encoding analysis with SI, each subject is one electrode/unit. In the decoding analysis with LDA, each subject is a bird. For within-subject comparisons, we used paired sample $t$-test; for between-subject comparisons, we used independent sample $t$-test; for comparisons with hypothesized population means, we used one sample $t$-test. When the normality assumption was not met, corresponding nonparametric statistical tests (Wilcoxon test and Mann Whitney $U$-test) were used. In the decoding analysis, comparisons are within the same group of birds and thus we performed withinsubject statistical tests for both MUA and SUA data. In the SI analysis, different statistical tests were used for comparisons based on MUA and SUA data. For MUA, comparisons are mostly within the same group of electrodes and thus we performed within-subject comparisons; for SUA, comparisons are across potentially different groups of units and thus we performed between-subject comparisons because spike sorting was done separately for different experimental conditions and units from different conditions cannot be guaranteed to be the same. The significance level was set at 0.05 (Bonferroni adjusted $p$-values were reported in the context oddball analysis using SI as 7 comparisons were conducted). All analyses were conducted using customized scripts in Spike2, Matlab, and Python.

In the alternating oddball experiment, control, alternating, and oddball condition had 97,100 , and 99 responsive electrodes (MUA), and 91,72 , and 83 responsive single-units (SUA). For the decoding analysis using LDA, all experimental conditions had the same 8 birds for both the MUA and SUA.

In the context oddball experiment, control, diffZF, canary, and silence condition had $89,91,90$, and 91 responsive electrodes (MUA), and 77, 92, 94, and 98 responsive single-units (SUA). For the decoding analysis using LDA, all experimental conditions had the same 6 birds for both MUA and SUA. However, for SUA, one bird was excluded in the control and diffZF condition because not enough single-units were separated.

## 3. RESULTS

### 3.1. Stimulus Sequence Influences Neural Responses to a Stimulus

The different conditions tested in the alternating experiment produced distinct effects. In the control condition, the SI was

significantly smaller than $0\left[t_{(96)}=-8.31, p<0.001\right]$, showing that the neural response to the 2 nd stimulus of the repeated pair (repetition) was smaller than that to the 1st stimulus (Figure 5). Because the stimulus sequence was random and the 2nd stimulus in the repetition did not violate any regularities, this suggested neural responses to the 2 nd stimulus of the repeated pair were suppressed following the 1st stimulus in the control condition. In contrast, the SI in the alternating condition was significantly larger than in the control condition $\left[t_{(93)}=3.17\right.$, $p=0.002$ ], although it was still significantly smaller than 0 $\left[t_{(99)}=-4.60, p<0.001\right]$. This showed that the suppressive effect was smaller when the repetition violated regularities in the stimulus sequence (Figure 5). Finally, the SI in the oddball condition was significantly larger than 0 and those in the control and alternating condition ( $p<0.001$ for all three comparisons). This oddball effect is consistent with previous reports (Ulanovsky et al., 2003; Beckers and Gahr, 2012).

Single-unit activity showed similar results (Figure 5) as the multi-unit activity. The SI in the control condition was significantly smaller than 0 [Wilcoxon $Z_{(90)}=1000, p<0.001$ ]. The SI in the alternating condition was larger than in the control condition, even though it was not statistically significant [Mann-Whitney $U_{(90,71)}=2683, p=0.024$ ]. The SI in the alternating condition was not statistically different from 0 but
showed a trend [Wilcoxon $Z_{(71)}=917, p=0.026$ ]. The SI in the oddball condition was significantly larger than 0 and those in the alternating and control condition ( $p<0.001$ for all three comparisons). Separate analyses were conducted on single-units that had been clustered into wide and narrow types based on their spike waveforms. Narrow spiking neurons are putative inhibitory whereas wide spiking neurons are putative excitatory, as suggested by several studies (Vates et al., 1996; Atencio and Schreiner, 2008; Schneider and Woolley, 2013). Consistent with these, in the current study, the narrow spiking neurons had significantly higher firing rates in response to zebra finch syllables than wide spiking neurons $\left[t_{(112,89)}=3.32\right.$, $p=0.001]$. However, the SIs of the wide and narrow spiking neurons were not significantly different from each other in either control or alternating conditions ( $p>0.05$ for both conditions).

### 3.2. Neural Responses to Stimuli in the Repeated Pair Were Harder to Separate in the Alternating Condition Than in the Control Condition

The results above showed that, at the neuronal level, the average neural responses elicited by the 2 nd stimulus in the
repetition (deviant) were more similar to those elicited by the 1 st stimulus (standard) in the alternating condition than in the control condition. However, this result may be caused by the heterogeneity of the recorded sites/neurons: some sites/neurons may encode the deviant by responding more strongly but others may encode by decreasing their responses. This type of differences will be averaged out in the above analyses using SI. The LDA classification approach (see section 2.9) can find the dimensions that maximally separate the neural responses from two different distributions. Therefore, in any experimental condition, if the population responses to the 2nd and 1st stimulus really came from two different distributions, the decoding accuracy from the LDA should be significantly above the chance level ( $50 \%$ for two-classes classification). In the control condition, the decoding accuracy was significantly higher than chance level $\left[t_{(7)}=3.04, p=0.02\right.$ ] (Figure 6). This suggested population responses can be used to decode whether population responses came from the 1 st or 2 nd stimulus in the repetition. However, in the alternating condition, the decoding accuracy was not different from chance level $\left[t_{(7)}=0.08, p=0.94\right]$ and was much smaller than that in the control condition $\left[t_{(7)}=-2.31, p=0.054\right]$, suggesting population responses (using firing rates alone) cannot be used to decode the relative position of the stimulus in the repetition (Figure 6). In contrast, the average decoding accuracy in the oddball condition was around $90 \%$, which was significantly higher than chancel level and those in the alternating and control condition ( $p<0.01$ for all three comparisons).

The results from single-unit activity were similar to those from the multi-unit activity. In the alternating condition, the decoding accuracy was at chance level $\left[t_{(7)}=-1.06, p=0.33\right]$ and was significantly smaller than that in the control condition $\left[t_{(7)}=-2.33, p<0.05\right]$ (Figure 6). The decoding accuracy in the control condition was much higher than the chancel level, even though it was not statistically significant $\left[t_{(7)}=2.27, p=0.06\right]$. This may be because some recording sessions had really few isolated single-units and not enough information was contained in these units. The average decoding accuracy from the oddball condition was around $90 \%$ and was significantly higher than chance level and those in the alternating and control condition ( $p<0.01$ for all three comparisons).

These decoding results, taken together with lack of SI differences in the wide and narrow neurons (clustered based on spike waveforms), ruled out the possibility that the heterogeneity of neurons caused the SI to be close to 0 in the alternating condition. This showed that neural responses to the 2nd and 1st stimulus of the repeated pair were more difficult to separate in the alternating condition than in the control condition. This raises the question how downstream neurons decode whether the observed neural responses came from the deviant or standard in the alternating condition.

### 3.3. Context Affects Neural Responses to a Stimulus

In the context oddball experiment, the response differences between the deviant and standard differed in different conditions. A one-way repeated measures ANOVA showed that context
stimuli had significant effects on SI $\left[F_{(3,261)}=55.420, p<0.001\right]$. Post-hoc analyses showed that the SI in the control condition was not different from $0\left[t_{(88)}=-2.01\right.$, Bonferroni adjusted $\left.p=0.18\right]$ (Figure 7). In the diffZF condition, the SI was significantly larger than in the control condition $\left[t_{(88)}=4.25\right.$, Bonferroni adjusted $p<0.001]$. The SI in the diffZF condition was also significantly larger than $0\left[t_{(90)}=3.29\right.$, Bonferroni adjusted $\left.p=0.003\right]$, even though the magnitude was small (mean $=0.01$ ). This showed that the target stimulus elicited significantly larger neural responses during the 2 nd block than during the 1st and 3rd block. The SI in the canary condition was significantly larger than in the diffZF condition $\left[t_{(88)}=4.36\right.$, Bonferroni adjusted $p<0.001$ ]. Finally, the SI in the silence condition was significantly larger than in the canary condition $\left[t_{(89)}=3.98\right.$, Bonferroni adjusted $p<0.001$ ] (Figure 7). These results showed that target stimulus elicited stronger neural responses during the 2nd block than during the 1st and 3rd block when the context stimuli changed across stimulus blocks. From diffZF, to canary to silence, the response enhancement became stronger and stronger.

Single-unit activity (Figure 7) showed similar results as the multi-unit activity. A one-way between-subjects ANOVA showed that context stimuli had significant effects on SI $\left[F_{(3,358)}=5.619\right.$, $p<0.001]$. In the control condition, the SI was not different from $0\left[t_{(76)}=-2.2\right.$, Bonferroni adjusted $\left.p=0.1\right]$ (Figure 7). In the diffZF condition, the SI was larger than in the control condition, even though this was not statistically significant $\left[t_{(91,76)}=2.05\right.$, Bonferroni adjusted $p=0.05$ ]. The SI in the canary and silence conditions were significantly larger than in the control condition (Bonferroni adjusted $p<0.01$ for both comparisons). From diffZF, to canary to silence, the average SI increased gradually as in the multi-unit activity, even though these increases were not statistically significant (Bonferroni adjusted $p>0.05$ for both comparisons).

### 3.4. A Simple Linear Decoder Is Enough to Decode Whether a Stimulus Is Oddball or Standard

LDA classification analysis (see section 2) was employed to test how downstream neurons may be using the neural responses to decode whether the stimulus responsible for the neural responses was the deviant or standard. A one-way repeated measures ANOVA showed that decoding accuracies were significantly different in different conditions $\left[F_{(3,15)}=84.83, p<0.001\right]$. The decoding accuracy in the control condition was not different from chance level $\left[t_{(5)}=2.31, p>0.05\right.$ ] (Figure 8). This was expected because the target stimulus was not an oddball in the control condition. In contrast, the classification accuracies in the diffZF, canary, and silence condition were all significantly higher than chance level ( $p<0.05$ for all three comparisons), and the accuracies became higher and higher ( $p<0.01$ for all consecutive comparisons). However, the decoding accuracy in the diffZF condition was not significantly different from the control condition $\left[t_{(5)}=0.29, p>0.05\right.$ ] (Figure 8), potentially due to the small sample size.

Single-unit activity showed the same results as the multi-unit activity (Figure 8). A one-way between-subjects ANOVA showed


FIGURE 6 | Decoding accuracies in the alternating oddball experiment for both multi-unit (A) and single-unit (B) activity. Each dot represents the decoding accuracy in one bird. The decoding accuracy in the alternating condition was not different from chance level (50\%). The decoding accuracy in the control condition was much higher than in the alternating condition. The insets show paired comparisons between the alternating and control conditions, and most dots are above the diagonal line at $45^{\circ}$. The decoding accuracy in the typical oddball condition was much higher than chance level and higher than in the control and alternating conditions.


FIGURE 7 | SI and PSTH difference in the context oddball experiment. (A) The SI from the four different experimental conditions. Each dot represents SI from one MUA site. The SI in the control condition was not different from 0 . The SI in the diffZF, canary, and silence conditions each became larger, respectively, and all were significantly larger than in the control condition. The inset shows the paired comparison between the SI in the control and diffZF condition. Most of the dots are above the diagonal line at $45^{\circ}$, showing the SI in the diffZF condition was larger than in the control condition. (B) The SI from the single-unit activity (SUA) showed similar results as MUA. (C) The PSTH differences in the control, diffZF, canary, and silence conditions. Each panel shows one experimental condition and each row indicates the PSTH difference (calculated for 50 ms bins of the MUA) from one electrode. Conventions as in Figure 5. Note that each electrode occurs twice because each experimental condition included two different stimulus sets.
that decoding accuracies in different conditions were significantly different $\left[F_{(3,19)}=11.01, p<0.001\right]$. The decoding accuracy in the control condition was not different from chance level $\left[t_{(5)}=1.36, p>0.05\right]$. The decoding accuracies in the diffZF, canary, and silence were all significantly higher than chance level ( $p<0.05$ for all three comparisons). The decoding accuracy in the diffZF and canary condition were much higher than in the control condition. However, these were not statistically significant ( $p>0.05$, for both comparisons), potentially due to the small sample size. The decoding accuracy in the silence
condition was significantly higher than in the control condition $\left[t_{(5)}=6.93, p<0.01\right]$.

These results together showed that a simple linear decoder is enough to decode whether the neural responses was from the deviant or the standard in the context oddball experiment. However, the decoding accuracies differed in different experimental conditions, suggesting downstream neurons may need different neural mechanisms or different number of neurons to decode deviants in different experimental conditions.


FIGURE 8 | Decoding accuracies in the context oddball experiment for both multi-unit (A) and single-unit (B) activity. Each dot indicates decoding accuracy in one bird. The decoding accuracy in the control condition was not different from chance level. In contrast, the decoding accuracies from the diffZF, canary, and silence conditions became higher and higher, and were all significantly higher than chancel level. The insets show the paired comparison between the decoding accuracy in the control and the diffZF condition. The SUA data (B) show that the decoding accuracy in the diffZF condition was higher than in the control condition, whereas the MUA (A) do not.

## 4. DISCUSSION

We investigated how the auditory system encoded and decoded deviant stimuli using both the alternating oddball and context oddball experiments. The alternating oddball experiment showed that neurons in the auditory forebrain were sensitive to the stimulus sequence, specifically the transition probabilities between stimuli. Responses to the deviant appear to reflect some combination of the current stimulus, the preceding stimulus, and the recent pattern of stimulus presentation. The context oddball experiment showed that the oddball effect can be elicited even when multiple standards were presented, as long as the standards are more similar to each other than to the target stimulus. The results using LDA showed that the difficult of decoding the stimulus responsible for the observed responses varied in different experimental conditions.

### 4.1. Repetition Suppresses Neural Responses Whereas Deviance Increases Neural Responses

In the typical oddball experiment, like that of Ulanovsky et al. (2003), the differences in the neural responses to the oddball and deviant were difficult to interpret. The difference could be because the neural responses to the repeated standard were smaller, or because the neural responses to the oddball were larger. In the control condition of the alternating oddball experiment, repetition occurred randomly in the stimulus sequence. Therefore, there was no specific expectation for the 2nd stimulus in the repetition; it was neither expected nor unexpected. However, the experimental results showed the 2nd stimulus in the repetition elicited significantly smaller neural responses than the 1st stimulus. Also, in this condition, the LDA analysis showed that the differences in population neural responses can be effectively used to decode whether the observed neural responses came from the 1 st or 2 nd stimulus in the repetition. These results together suggested repetition normally
has a suppressive effect on the neural responses to the 2 nd stimulus. Because the 2nd stimulus was neither expected nor unexpected, the suppressive effect cannot be easily explained by the predictive coding hypothesis (Rao and Ballard, 1999; Friston, 2005; Grotheer and Kovács, 2016; Heilbron and Chait, 2017). Instead, because the spectral-temporal structure of syllables was less complex than that of the songs and canary syllables often were just like complex tone sweeps (Figure 2), the suppressive effect may be more similar to forward masking or two-tone suppression (Ruggero et al., 1992; Alves-Pinto et al., 2010) and have a more mechanistic explanation. Past results have shown that forward masking can last from 50 to 500 ms (Brosch and Schreiner, 1997) and has been speculated to exist for ISIs longer than 500 ms (Wehr and Zador, 2005). However, the observed repetition suppression could also be due to other unknown mechanisms because repetition suppression has also been observed with much longer ISIs ( $\geq 7$ s) in songbirds (Chew et al., 1995, 1996). This is consistent with the results from Todorovic and de Lange (2012) that showed repetition suppression may be separate from expectation suppression. Note that the current results showed that repetition suppression can happen in the absence of expectation but did not rule out the possibility that predictive coding can explain repetition suppression in certain conditions.

In contrast to the control condition, stimuli in the alternating condition were regularly alternating rather than randomly shuffled. Therefore, repetitions were unexpected and deviant. The results showed that the suppressive effect from repetition was significantly smaller in the alternating condition than in the control condition, implying the unexpectedness counteracted the repetition suppression and increased the neural responses to the 2nd stimulus. This suggests neurons in the songbird auditory forebrain learned the transition probabilities between stimuli and used them to predict the future stimulus. When the actual stimulus deviated from the prediction, the neural responses became stronger than what they normally would be. These results
also suggested that both repetition suppression and prediction errors may be contributing to the oddball effect observed in the typical oddball experiments (Ulanovsky et al., 2003; Beckers and Gahr, 2010, 2012).

- Repetition suppresses the neural responses to the standard. The underlying mechanism can be predictive coding, or more mechanistic mechanisms as those in the forward masking, or both.
- Violation of prediction increases the neural responses to the oddball.

Parras et al. (2017) showed similar results about repetition suppression and prediction error using a different experiment paradigm adapted from Ruhnau et al. (2012). Our results are not simple replications. In the current experiment, alternation is the regular pattern and repetition is the deviant whereas it is the opposite in Parras et al. (2017). Our experimental results also showed that auditory neurons are sensitive to transition patterns between stimuli.

### 4.2. Neurons in the Songbird Auditory Forebrain Are Sensitive to the Transition Probabilities Between Stimuli

The predictive coding hypothesis states that the sensory system is constantly improving its predictions about the future stimuli to reduce uncertainties in the environment (Friston, 2010). Prediction in the auditory domain requires the neurons to learn the transition patterns between stimuli and use it to predict the future stimuli. For the oddball effect in the typical oddball experiment, the simplest computational explanation is that the stimulus is presented with low probability as an oddball and thus less predictable than when it is the standard (Horvath et al., 2001; Ulanovsky et al., 2003; Khouri and Nelken, 2015). This does not require neurons to learn the transition probabilities between stimuli in order to detect the oddball. However, in the alternating condition, the two stimuli were presented with equal probabilities, and therefore the neurons must have learned the transition probabilities between stimuli to detect the repeated stimulus as a deviant. In addition, because the local sequence in the triplet (deviant, standard, and the stimulus before it) were identical in the alternating and control condition (Figure 3), the differences between alternating and control condition cannot be explained by synaptic habituation over the stimuli either (Ulanovsky et al., 2003; Mill et al., 2011a,b). The neural mechanisms underlying current results may be spike-timing dependent plasticity, which can theoretically implement a hidden-markov model (HMM) and learn temporal patterns between stimuli (Kappel et al., 2014, 2015). However, more experiments are needed to test this hypothesis.

For the experimental results in the alternating oddball experiment, an alternative explanation is that neurons may have treated "AB"/"BA" as the standard and "AA"/"BB" as the oddball. In the control condition, on average, " $A A$ " and " $B B$ " were presented $8 \pm 3$ times before the first test repetition (repetition in the triplet) was presented ( $\geq 5$ repetitions each for $95 \%$ of
the time). In contrast, there were no repetitions except the test repetitions in the alternating condition. If "AA"/"BB" had been treated as a composite stimuli by the birds, "AA"/"BB" would be more familiar to the birds and results from Chew et al. (1995), Chew et al. (1996), and Phan et al. (2006) would predict the adaptation to " AA "/" BB ' is slower in the control condition than in the alternating condition. However, the adaptation rates for " AA " and " BB " were the same in the alternating and the control condition (Supplementary Figure 1). This suggests that it is unlikely that neurons have treated "AA"/"BB" as composite stimuli and thus supports the predictive coding hypothesis that neurons learned the transition probabilities between stimuli.

The time scale is the major difference between the current alternating experiment and other experiments that studied the effect of stimulus sequence on neural responses (Gill et al., 2008; Yaron et al., 2012; Schneider and Woolley, 2013; Lu and Vicario, 2014; Ono et al., 2016). Gill et al. (2008) showed the neural responses in caudal lateral mesopallium (CLM) of zebra finches can be better explained if the deviations from the local recent stimulus history are considered. This effect is limited to the time scale of the spectro-temporal receptive field ( 10 ms , STRF). Lu and Vicario (2014) showed that neurons in NCM can learn the transition probabilities between stimuli by taking advantage of the stimulus-specific adaptation (SSA) phenomenon found in the songbird (Chew et al., 1995, 1996), but there was no gaps between syllables in those experiments. Ono et al. (2016) used an oddball paradigm with complex stimuli consisting of several components and showed that neurons in the songbird were sensitive to the order between stimulus components. However, the interval between components of a complex stimulus is around 50 ms , which is much shorter than that in the current experiment. To some extent, differences in spectro-temporal receptive field (STRF) may be used to explain the results from the studies using short interval between stimuli (Ono et al., 2016), but this cannot be used to explain the current results which used a 1 -second ISI. Even if the results from Ono et al. (2016) were not due to STRF difference, the bird may treat the several components as a composite stimulus and the underlying neural mechanisms may be different from that in the current experiment. Yaron et al. (2012), using an ISI comparable to the current results, showed that the oddball effect depended on the stimulus sequence, but they used the typical oddball paradigm and did not directly show that violation of transition probabilities resulted in different neural responses as in the current experiment. Wacongne et al. (2012) proposed a spiking neural network that can detect the deviant in the alternating condition. However, the ISI in their simulation was 150 ms and they did not test their model with a control condition. Our results, together with those from Ono et al. (2016), Lu and Vicario (2014), and Gentner et al. (2006), showed that songbirds are sensitive to sound sequences at various ISIs. These sequence processing abilities may be similar to those found in humans and monkeys (Wilson et al., 2015; Milne et al., 2017) and potentially share similar underlying neural mechanisms.

### 4.3. Oddball Effects Exist Even When Stimuli Are Complex and There Are Multiple Standard Stimuli

In the natural environment, sounds are often complex and a deviant stimulus occurs among many different "standard" stimuli. The different standard stimuli are similar to each other in certain acoustic dimensions whereas the deviant is not. The contrast in these dimensions creates the so-called deviant and standard. By using multiple complex stimuli differing in the familiarity or category (in acoustic feature space), the diffZF and canary condition mimicked a more complex and natural situation for deviance detection than the typical oddball paradigm. In the 2 nd block of the diffZF condition, the target stimulus may be an oddball because it is familiar whereas the 7 context stimuli were novel. In the canary condition, the target stimulus may be an oddball in the sense that the target is a syllable from zebra finch songs whereas the context stimuli were both novel and potentially from a different acoustic category (syllables from canary songs). In both the diffZF and canary conditions of the context oddball experiment, the target stimulus elicited stronger neural responses in the 2nd block than in the 1st and 3rd block. This response enhancement may be similar to the oddball effect in the typical oddball experiment (Ulanovsky et al., 2003; Beckers and Gahr, 2012; Yaron et al., 2012). In the silence condition, there were no context stimuli and the ISI between stimuli was much longer and less predictable in the 2nd block than in the 1st and 3rd block. Therefore, the target stimulus may be an oddball in the 2nd block and elicited stronger neural responses than in the 1st and 3rd block. These results together demonstrated that the oddball effect exists even when stimuli are complex and there are multiple standard stimuli. These results are also consistent with the idea that sound processing in the auditory system is contextually modulated in both spectral and temporal domain (Angeloni and Geffen, 2018). However, as in the typical oddball experiment (Ulanovsky et al., 2003; Beckers and Gahr, 2012), the current results do not differentiate whether the response enhancement was caused by the violation of prediction or a more mechanistic interpretation like synaptic habituation. Because zebra finch and canary syllables differed in their acoustic structures (Figure 2), the response enhancement observed in the canary and the silence condition might be due to synaptic habituation, although this is less likely in the canary condition because of the multiple standards used. In the diffZF condition, all stimuli were zebra finch syllables and thus the effects are more difficult to explain with the synaptic habituation hypothesis. This suggests that violation of prediction probably is at least part of the explanation for the observed response enhancements in the diffZF condition.

The uncertain interpretation might be resolved by conducting the same experiments but presenting the canary syllables first with other canary syllables and then with zebra finch syllables. If the response enhancement is due to violation of the expectation, the responses to the target stimulus will be stronger when presented with zebra finch syllables. If it is due to synaptic habituation, the responses to the target stimulus should be lower when presented with zebra finch syllables. Lu and Vicario (2017)
did such an experiment and the results were opposite to the latter prediction, suggesting the response enhancement is not due to synaptic habituation. However, the ISI in Lu and Vicario (2017) was 7 seconds and it is not clear whether the results will be similar when a shorter ISI is used. In the canary and silence conditions, the current experimental results were similar to those of Lu and Vicario (2017), suggesting that deviance detection may be operating across very different time scales. Farley et al. (2010) did a similar experiment and showed that the oddball effect reflected the rarity rather than the deviance of the oddball stimulus. However, the results are difficult to compare because of three differences: type of stimuli used (pure tone vs. complex syllables), whether stimulus blocks were repeated (10 vs. 1), and the state of the subject (anesthetized vs. awake).

### 4.4. Decoding the Neural Responses From the Deviant and the Standard

The neural response differences elicited by the deviant and standard were quantified by SI. However, this measure does not tell us whether and how these responses may be used to decode the neural responses as being elicited by the deviant vs. the standard on a trial-by-trial basis. The results using LDA showed that the neural responses from the deviant and standard can be distinguished and decoded in the context oddball, typical oddball, and even the control condition of the alternating oddball experiment (all with above-chance level accuracy). However, in the alternating condition, the neural responses were indistinguishable and the LDA failed to decode whether the neural responses were from the deviant or standard. Note that this does not mean the brain cannot distinguish the deviant and the standard. The brain has access to more information (e.g., more neurons from the auditory forebrain and/or other auditory structures) and may also have more complex decoding mechanisms. In humans, at least, Dehaene et al. (2015), Nordby et al. (1988), and Näätänen et al. (1993) showed that the EEG/MEG responses from the deviant and standard are different in the alternating condition. In the end, the differences in the decoding results between the typical/context and the alternating oddball conditions, suggested that different neural mechanisms may be used to detect different types of oddballs (deviants).

Compared with the typical encoding analysis method using SI, the decoding analysis using LDA (or other decoding methods) has the following potential advantages:

- It directly tests whether the observed differences in neural responses between stimuli are large and consistent enough to enable decoding.
- It can detect the differences that measurements like SI cannot. For example, if the neurons were heterogeneous and some neurons increased their neural responses to the deviant whereas other decreased their responses, the average SI may not show a difference statistically. However, the decoding analysis can detect the effect as long as the differences were consistent within each neuron.
- It can be used to test whether the correlation between neurons may encode information. For example, the shrinkage
parameter in the LDA controls how much covariance between different neurons were used for the classification and thus decoding. In the current experiment, similar results were obtained using different shrinkage values (data not shown), suggesting the correlation between neurons may be not useful in decoding the deviant and standard.
In summary, the current study shows that neurons in the songbird auditory forebrain are sensitive to the transition probabilities between stimuli. When the prediction based on the learned transition probabilities was violated, the neurons responded more strongly than they normally would. This provides new evidence for the predictive coding hypothesis and clarifies the neural mechanisms underlying the oddball effect in the typical oddball condition, which may include both an increased response to the oddball and a decreased response to the standard. The alternating and context oddball experiments together showed that more complex oddballs are also encoded in the auditory system, but the decoding difficulties differ. These two experiments also provide potential new ways to explore the neural correlate of MMN because they cannot be simply explained by synaptic habituation and the experiment paradigms are similar to those used in the MMN literature (Nordby et al., 1988; Sharma and Dorman, 2000; Cornella et al., 2012; Silva et al., 2017). Because our birds were not anesthetized and could attend to the auditory stream, our results may be related to P300, another correlate of prediction error that requires attention (Wacongne et al., 2011; Chennu et al., 2013). However, much more experiments have to be conducted before reaching any conclusion. In its simplest form, spoken language is a series of sounds produced based on certain transition probabilities
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