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Abstract

Avian reoviruses continue to cause disease in turkeys with varied pathogenicity and tissue tropism. Turkey enteric reovirus has been
identified as a causative agent of enteritis or inapparent infections in turkeys. The new emerging variants of turkey reovirus, tentatively
named turkey arthritis reovirus (TARV) and turkey hepatitis reovirus (THRV), are linked to tenosynovitis/arthritis and hepatitis,
respectively. Turkey arthritis and hepatitis reoviruses are causing significant economic losses to the turkey industry. These infections
can lead to poor weight gain, uneven growth, poor feed conversion, increased morbidity and mortality and reduced marketability of
commercial turkeys. To combat these issues, detecting and classifying the types of reoviruses in turkey populations is essential. This
research aims to employ clustering methods, specifically K-means and Hierarchical clustering, to differentiate three types of turkey
reoviruses and identify novel emerging variants. Additionally, it focuses on classifying variants of turkey reoviruses by leveraging
various machine learning algorithms such as Support Vector Machines, Naive Bayes, Random Forest, Decision Tree, and deep learning
algorithms, including convolutional neural networks (CNNs). The experiments use real turkey reovirus sequence data, allowing for
robust analysis and evaluation of the proposed methods. The results indicate that machine learning methods achieve an average
accuracy of 92%, F1-Macro of 93% and F1-Weighted of 92% scores in classifying reovirus types. In contrast, the CNN model demonstrates
an average accuracy of 85%, F1-Macro of 71% and F1-Weighted of 84% scores in the same classification task. The superior performance of
the machine learning classifiers provides valuable insights into reovirus evolution and mutation, aiding in detecting emerging variants
of pathogenic TARVs and THRVSs.
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INTRODUCTION

M; segment encodes a non-structural protein (uys). The three

Avian reoviruses (ARVs) have been linked to various diseases
that impact avian species. These species encompass turkeys and
chickens[1]. Turkey reoviruses are a subset of ARVs belonging to
the genus Orthoreovirus and family Reoviridae. ARVs are non-
enveloped double-stranded RNA genomes with icosahedral sym-
metry and a particle size of 70-80 nm [2, 3]. The viral genome
consists of 10 segments divided into three classes, e.g. large (L),
medium (M) and small (S), depending on their migration pattern
on polyacrylamide gel electrophoresis [3, 4]. The L and M genes
are subdivided into three segments each (L1, Ly, L3, and My, My, M3,
respectively), while the S gene has four segments (S1, Sz, Ss, S4; 36).
The proteins encoded by L, M and S genes are lambda (A ), mu ()
and sigma (o), respectively. Three structural proteins A4, Az and Ac
are encoded by L gene segment, L1, L, and Ls, respectively. M; and
M, segments encode two structural proteins (ua and ug), while

structural proteins (oc, oa, o) are encoded by Sy, Sy, S3 segments,
respectively, while the non-structural protein oys is encoded by
the S, segment [3, 4].

ARVs, including turkey reoviruses, have been linked to several
diseases, including enteritis, hepatitis, myocarditis, respiratory
disease and viral/tenosynovitis [5]. The first isolation of turkey
reoviruses from lame turkeys was reported in 1980 [6]. In 2011,
the virus reemerged, and five turkey arthritis reoviruses (TARVSs)
were isolated [7]. At that point, turkey reoviruses were divided
into two groups depending on the type of disease they produced
and the site of virus isolation: TARVs from tendons in lameness
cases and turkey enteric reoviruses (TERVs) from intestines in
enteric cases [7, 8]. In 2019, another turkey reovirus was iso-
lated from liver samples from several cases of hepatitis in turkey
poults and tentatively named turkey hepatitis reovirus (THRV) [9].
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These reovirus diseases can significantly negatively impact the
turkey industry as they lead to poor weight gain, uneven growth,
poor feed conversion, increased morbidity and mortality, resulting
in economic losses and reduced marketability of commercial
turkeys [5].

In a survey published in the Proceedings of the 2019 USAHA
Annual Meeting, TARV cases increased by 108% (a total of 5.627
million birds) in 2019. They were ranked in the top 10 diseases of
concern for the turkey industry [10]. The severity of the financial
impact was estimated to be as high as 33.7 million dollars with
highly pathogenic strains of TARV [10].

Therefore, early detection and proper classification of pathogenic

turkey reoviruses and implementing strategies to mitigate their
impact can play a critical role in ensuring the profitability and
stability of the turkey farming industry.

Machine learning (ML) and deep learning (DL) techniques
have emerged as powerful tools for classifying types of viruses
in genomics data [11-15]. Studies have demonstrated that
ML and DL models can achieve high accuracy and efficiency
when applied to genomics data, making them a valuable
tool for identifying similarities and differences between DNA
sequences [16-18].

ML algorithms analyze biological data in two main ways: super-
vised and unsupervised learning. Supervised learning algorithms
are trained on labeled data to predict the outcome of new data
points. Unsupervised learning algorithms are trained on unla-
beled data to find patterns and relationships in the data. ML algo-
rithms can answer various biological questions, such as predicting
disease risk, identifying new disease genes, grouping genes with
similar expression patterns or identifying groups of patients with
similar clinical features [19, 20].

Several noteworthy works have contributed to advancing
DNA sequence clustering, classification and disease diagnosis
in bioinformatics and computational biology. Wei et al. [21]
introduced the mBKM (modified Bisecting K-Means algorithm)
technique for clustering DNA sequences, accompanied by the
innovative DMk (Distance Measure based on k-tuples) sequence
similarity metric. Nguyen et al. [22] proposed a novel approach to
classify DNA sequences utilizing convolutional neural networks
(CNNs). Machuve et al. [23] contributed to the field by employing
DL for diagnosing poultry diseases based on image analysis.
In contrast, Mbelwa et al. [24] introduced a DL solution for
detecting chicken diseases using CNNs. Gunasekaran et al. [11]
delved into DNA sequence classification for viruses, achieving
remarkable accuracy. Whata et al. [25] focused on classifying
severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2)
gene sequences and regulatory motif identification using DL. De
et al. [26] introduced a novel gene sequence representation using
Genomic Signal Processing for SARS-CoV-2 virus classification.
Cho and Won [27] systematically evaluated feature selection
methods and ML classifiers on benchmark cancer datasets, and
Eickholt et al. [28] presented a boosted ensemble of deep networks
for protein disorder prediction from sequences. These works
collectively contribute to the expanding landscape of compu-
tational biology and bioinformatics, offering valuable insights
and innovative methodologies for various applications in the
field.

However, previous research has not yet focused on developing
ML models specifically for the detection and characterization
of emerging variants of ARVs. The objective of this study is
to devise a rapid classification method for Turkey Reoviruses,
aimed at enhancing the health and productivity of turkey
flocks.

MATERIALS AND METHODS
Dataset

It has been well established through numerous biological studies
that biological sequences, such as those found in DNA, are
not random or unordered strings but instead have a highly
structured and organized linear arrangement of more minor
elements [29]. The DNA sequence is composed of four distinct
deoxyribonucleotides bases—adenine(A), thymine(T), cytosine(C)
and guanine(G)—and the specific order or sequence of these
bases is what gives rise to the diversity of DNA molecules and
the genetic information they carry.

We start with a set of TRV sequences that includes turkey
reovirus whole-genome sequences (WGSs), where each sequence
is labeled with a reovirus type (TERV, TARV or THRV). The objective
of this study is to identify new possible clusters and develop
a reliable and efficient ML method for detecting and classify-
ing various types of reoviruses in a given turkey reovirus WGS
dataset comprised of 229 whole genomes, which correspond to
2290 sequences (229 samples x 10 segments). However, our study
focuses solely on 254 and 257 sequences of oc and up, respectively.

The dataset contains a comprehensive WGS profile of four
distinct turkey reoviruses variants sequenced from 2007 to
2021. These variants include mild enteritis (TERV) with 45 DNA
sequences, tenosynovitis or arthritis (TARV) with 1650 DNA
sequences and hepatitis (THRV) with 470 DNA sequences. Some
sequences isolated from the spleen or heart that could not be
classified as TARV, TERV or THRV are categorized as TRV, totaling
351 DNA sequences. Furthermore, this dataset is presented in
10 different FASTA files, each one providing DNA identifiers and
their sequences on specific segments of the turkey reovirus as
described above (Aa, A, Ac, ua, 4B, [AC, Oa, 08, oc and oys) that are
evident in Table 1. However, our study focuses solely on a subset
of 511 sequences associated with the up and o¢ segments, which
are major outer capsid proteins and hence may be helpful in
better classification of turkey reoviruses [30-32].

The data provided were aligned and trimmed using TRIMAL
and then presented in the FASTA format. This diverse and exten-
sive dataset provides a valuable resource for identifying and
understanding the genetic makeup of these variants of turkey
reoviruses, which is crucial for developing effective strategies
to mitigate the negative effects of these viruses on the turkey
farming industry.

Data preprocessing for modeling

DNA data pose unique challenges in processing and analysis,
primarily consisting of a sequence of characters (A, T, C, G). It is
necessary to convert the DNA sequence into numerical values to
use DNA sequence data in many ML or DL models. Various tech-
niques, such as encoding, are available for converting categorical
data to numerical form.

In this work, we apply two encoding methods, k-mer and
sequential encoding [11, 33] (S1 in the supplementary). These
techniques can effectively convert DNA sequences into numerical
representations that can be input for ML or DL models. Subse-
quently, we analyzed these techniques’ impact on classification
accuracy.

Clustering methods

We employ two clustering methods, K-means and Hierarchical
clustering, to discover additional clusters within the data. These
techniques allowed us to identify novel patterns and associations
within the data, potentially leading to the discovery of new viral
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Table 1: Turkey reovirus datasets
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Reovirus

Aa Ap Ac "a Ip % oA B oc oNS
TARV 163 168 165 165 166 164 164 166 163 166
THRV 47 47 45 48 48 46 47 47 48 47
TRV 36 38 38 40 39 40 40 40 39 39
TERV 5 4 5 5 4 5 5 4 4 4
Sum 251 257 253 258 257 256 256 257 254 256

subtypes or genetic variations that were not previously known.
By expanding the scope of our analysis beyond the known viral
types, we can gain a more comprehensive understanding of the
underlying genetic structure of the dataset and enhance the depth
of our findings. By applying this approach, we can more effec-
tively analyze the sequences in our dataset and draw meaningful
conclusions about the performance of different classifier models
in identifying and classifying reoviruses. This allowed us to gain
valuable insights into the underlying patterns and structures
within the data, which helped inform our models’ development
and refinement. The supplementary materials section explains
clustering algorithms (S2 in the supplementary).

Classification methods

This research uses four ML-based classification models (i.e.
Decision Tree classifier, Random Forest Classifier, Support Vector
Machine (SVM) and Multinomial Naive Bayes Classifier). We also
used a DL classification model, CNNs.

This work employs the Random Search (RS) approach as the
strategy for hyperparameter optimization to identify the best set
of hyperparameters for each ML models under consideration.
The RS method randomly selects a specified number of sam-
ples within a pre-defined range, which serves as the candidate
hyperparameters, and trains them until the defined budget has
been exhausted [34]. The hyperparameters that yield the high-
est performance are then chosen as the optimal hyperparam-
eters. By utilizing RS, we can thoroughly explore the hyperpa-
rameter space, potentially leading to better performance than
other tuning methods. Additionally, we implemented the K-fold
cross-validation method to create a more generalized model. The
supplementary materials section provides detailed explanations
of the K-fold cross-validation process, Confident Learning (CL) and
the specifics of each classification algorithm used in our study (S3
in the supplementary).

Workflow

Figure 1 presents our research workflow. The process begins with
the preprocessing of reovirus sequences, incorporating a data
cleaning step that is crucial for maintaining data integrity. This
step involves verifying that the sequences exclusively comprise
the nucleotides A, C, T and G. Subsequently, these preprocessed
sequences undergo feature extraction, employing techniques
such as K-mer and sequence encoding. This phase is essential
for extracting important features and transforming them into
a numerical representation suitable for ML analysis. Then, all
features are first fed into a clustering algorithm to group the data
and find new variants of reoviruses within the dataset. Secondly,
all features are fed into a 10-fold cross-validation process to
partition the dataset into training and test subsets. The training
subset is utilized to train ML algorithms, aiming to identify
and categorize reovirus types (TARV, THRV and TRV) within the

sequences. The test subset serves to evaluate the performance of
the models on unseen data.

Evaluation metrics

The performance of classification models is assessed by employ-
ing various classification metrics, including F1-score for each type
of virus and overall scores such as accuracy, F1-macro, and F1-
weighted.
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In class i, N; denotes the number of instances, while TP denotes
the number of correctly classified positive instances. FP, con-
versely, refers to the number of negative instances misclassified
as positive instances, while FN represents the number of positive
instances misclassified as negative. The F1-score is calculated as
the harmonic mean of Precision and Recall, where Precision indi-
cates the proportion of predicted positives that are truly positive,
and Recall is the proportion of actual positives that are correctly
classified. The F1-score is a more reliable measure of incorrectly
classified cases than the Accuracy metric.

RESULTS OF CLASSIFICATION METHODS

As mentioned earlier, we evaluated various clustering and classi-
fication models on the 10 data files provided for this study (3 4,3
and 4 o files). However, most of these models did not perform well,
likely due to the low sequence diversity in the files. The sequences
with the highest potential for clustering and classification were
us and oc. These results align with previous studies, showing that
these proteins are located in the outer capsid, a region with high
sequence diversity [30-32, 35].

The following sections detail the results of classification mod-
els developed for these two datasets. Notably, the TERV-labeled
sequences were limited in both s and oc. Consequently, the clas-
sifier models could not accurately classify these sequences, and
we excluded them from our classification analysis. The results of
clustering models are explained in the supplementary material
section (S4 in the supplementary).

This study evaluates the performance of ML and DL models
on the up dataset using two data encoding methods: k-mer and
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Reovirus labels
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Figure 1. ML workflow for analysis of turkey reovirus sequences.

sequence encoding. The results of these models are presented in
Tables 2 and 3.

The outcomes of classifiers utilizing the k-mer encoding
method, with and without the CL approach, are discussed
in Table 2. Additionally, the results of models employing the
sequence encoding method, with and without the CL approach,
are presented in Table 3.

Table 2 reveals that MultinomialNB achieved the lowest f1-
score (0.67) for TARV reovirus, with the lowest accuracy (0.64)
and fl-weighted score (0.63) compared with other methods. On
the other hand, SVM achieved the highest f1-score (0.87) among
all ML models but struggled to correctly classify THRV and TRV
viruses, resulting in a low f1-macro score (0.29) despite the highest
accuracy.

Furthermore, DT outperformed SVM and MultinomialNB
regarding results, although still falling short of RF. The CL
approach’s effectiveness in improving RF performance is demon-
strated in Table 2. With CL, RF achieved improved fl-scores for
all reovirus types (0.86 for TARYV, 0.77 for THRV and 0.50 for TRV).
This approach also positively impacted overall accuracy and f1-
weighted score, raising them to 0.81 and improving the fl-score
to 0.71.

Moreover, CNN achieved the best fl-score (0.90) for TARV
reovirus and successfully detected THRV and TRV with scores

of 0.57 and 0.67, respectively, resulting in the highest f1-macro
score (0.71) and accuracy score (0.85) among all methods.

Table 3 presents the results obtained from ML models and the
CNN method trained on the up dataset using sequence encoding,
with and without utilizing the CL approach.

MultinomialNB achieved the lowest f1-score of 0.70 for TARV
reovirus, with accuracy and f1-weighted scores of 0.56 and 0.58,
respectively. SVM achieved an fl1-score of 0.87 for TARV but had
the worst f1-macro of 0.29 due to misclassification of THRV and
TRV viruses.

DT achieved the best f1-scores of 0.93 for TARV and 0.86 for
THRYV, leading to the highest accuracy of 0.92 and the f1-weighted
score of 0.92. RF had the highest f1-macro score of 0.83 for TRV,
resulting in the highest f1-macro score of 0.85. CNN achieved f1-
scores of 0.89, 0.75 and 0.5 for TARV, THRV and TRV, respectively,
outperforming MultinomialNB and SVM, but with lower accuracy,
fl-score and f1-weighted compared with DT and RF.

Tables 2 and 3 demonstrate the efficacy of different encoding
methods, including k-mer and sequence encoding, along with
the CL approach to enhance the performance of ML models.
Specifically, the best outcomes were achieved when encoding the
up dataset with sequence encoding and utilizing the Decision
Tree classifier, with an accuracy of 0.92, f1-macro of 0.83 and
f1-weighted of 0.92. This is supported by Figure 2, which clearly
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Table 2: Comparison of model performance on up dataset with Kmer encoding method

model F1l-score Overal scores
TARV THRV TRV Accuracy F1-macro F1-weighted
No CL With CL. No CL With CL. No CL With CL. No CL With CL. No CL With CL. No CL With CL
MultinomialNB 0.64 0.67 0.53 0.5 0.67 0.67 0.6 0.6 0.61 0.61 0.62 0.63
SVM 0.87 - 0 - 0 - 0.77 - 0.29 - 0.67 -
Descision Tree 0.81 0.79 0.57 0.57 0.44 0.5 0.68 0.68 0.61 0.62 0.67 0.67
Random forest 0.84 0.86 0.6 0.77 0.44 0.5 0.72 0.81 0.63 0.71 0.7 0.8
CNN 0.90 - 0.57 - 0.67 - 0.85 - 0.71 - 0.84 -
Table 3: Comparison of model performance on up dataset with sequence encoding method
model Fl-score Overal scores
TARV THRV TRV Accuracy F1l-macro F1-weighted
No CL With CL. No CL With CL. No CL With CL. No CL With CL. No CL With CL. No CL With CL
MultinomialNB 0.7 0.5 0.47 0.48 0.4 0.44 0.56 0.48 0.52 0.47 0.58 0.48
SVM 0.87 - 0 - 0 - 0.77 - 0.29 - 0.67 -
Descision Tree 0.95 0.92 0.86 0.89 0.67 0.5 0.92 0.88 0.83 0.77 0.92 0.89
Random forest 0.93 0.92 0.8 0.8 0.83 0.67 0.88 0.88 0.85 0.8 0.88 0.88
CNN 0.89 - 0.75 - 0.5 - 0.84 - 0.71 - 0.82 -
4 i -
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0 |
uB-Kmer uB-Kmer-CL uB-SE uB-SE-CL
EMNB @mSVM @mDT ORF @mCNN
o J

Figure 2. This figure displays F1-weighted scores for ML models trained on the up dataset, comparing k-mer and sequence encoding methods with and

without CL.

shows that applying sequence encoding on up and using a random
forest classifier produce the best f1-weighted score.

We then evaluated ML and DL models on the o¢ dataset using
two data encoding methods: k-mer and sequence encoding. The
results are presented in Tables 4 and 5.

Table 5 analyzes the classifier and model performance using k-
mer encoding. MultinomialNB achieved the lowest f1-score (0.67)
and accuracy (0.64) for TARV reovirus. MultinomialNB without CL
had an f1-score of 0.33 for TRV reoviruses, which improved to 0.5
with CL. SVM also struggled to detect THRV and TRV, resulting in
the lowest f1-macro score of 0.28.

Applying CL to the DT model significantly improved results,
increasing f1-scores for TARV, THRV and TRV. This led to an accu-
racy score of 0.92, an fl-macro score of 0.83 and an fl-weighted

score of 0.92. CL also positively impacted all types of viruses in the
RF method, improving accuracy, f1-weighted and f1-macro scores.

Additionally, the CNN method achieved the highest f1-scores
for TARV (0.91) and THRV (0.86) among ML models that did not use
CL. However, it struggled to classify TRV, yielding a low f1-macro
score of 0.59.

Table 4 presents the performance of ML models and the CNN
method trained on the o¢ dataset using sequence encoding, with
and without the CL approach.

Multinomial NB performed significantly better with sequence
encoding than k-mer encoding, achieving f1-scores of 0.87, 0.75
and 0.50 for TARV, THRV and TRV, respectively. This resulted in an
accuracy score of 0.8, an f1-macro score of 0.71and an f1-weighted
score of 0.8.



6 | KafiKang et al.

Table 4: Comparison of model performance on oc dataset with sequence encoding method

model Fl-score Overal scores

TARV THRV TRV Accuracy F1-macro F1-weighted

No CL With CL.  No CL With CL.  No CL With CL.  No CL With CL.  No CL With CL.  No CL With CL
MultinomialNB 0.87 0.76 0.75 0.59 0.5 0.5 0.8 0.68 0.71 0.62 0.8 0.69
SVM 0.84 - 0 - 0 - 0.72 - 0.28 - 0.6 -
Descision Tree 0.91 0.94 0.86 0.8 0 0.67 0.88 0.88 0.59 0.8 0.86 0.88
Random forest 0.9 0.89 0.57 0.55 0 0.67 0.8 0.8 0.49 0.7 0.74 0.77
CNN 0.91 - 0.5 - 0.44 - 0.77 - 0.62 - 0.8 -
Table 5: Comparison of model performance on o¢ dataset with Kmer encoding method
model Fl-score Overal scores

TARV THRV TRV Accuracy F1-macro F1-weighted

No CL With CL.  No CL With CL.  No CL With CL.  No CL With CL.  No CL With CL.  No CL With CL
MultinomialNB 0.67 0.61 0.7 0.61 0.33 0.5 0.64 0.6 0.57 0.57 0.66 0.6
SVM 0.84 - 0 - 0 - 0.72 - 0.28 - 0.6 -
Descision Tree 0.88 0.97 0.8 0.86 0 0.67 0.84 0.92 0.56 0.83 0.82 0.92
Random forest 0.89 0.94 0.67 0.86 0 1 0.8 0.92 0.52 0.93 0.75 0.92
CNN 0.91 - 0.86 - 0.00 - 0.84 - 0.59 - 0.86 -

However, the utilization of sequence encoding did not signifi-
cantly impact the performance of the SVM model compared with
k-mer encoding. The f1-scores for TARV, THRV and TRV remained
the same, as shown in Table 5.

On the other hand, DT with CL showed significant improve-
ments in fl-scores for TARV, THRV and TRV, resulting in the
highest accuracy, f1-macro and fl-weighted scores among the
tested methods.

The CL method also improved the f1-score of TRV using the RF
method but had a negligible impact on TARV and THRV. CNN, like
DT, outperformed other methods in terms of TARV but showed
inconsistent performance for other reoviruses.

Both Tables4 and 5 demonstrate that encoding the oc
dataset using k-mer encoding and applying CL to the Random
Forest classifier yielded the highest accuracy, fl-macro and
fl-weighted scores. The effectiveness of this approach is
further supported by the results shown in Figure 3, highlighting
the superiority of using k-mer encoding on oc and applying
CL with a Random Forest classifier in terms of fl-weighted
score.

Furthermore, CL significantly enhances classifier models by
effectively managing label noise in datasets. This is evident in
Tables 4 and 5, where its application notably improves the out-
comes for o¢ datasets using both K-mer and sequence encoding,
demonstrating its strength in noise identification and elimination.
However, Tables 2 and 3 show its limited impact on up datasets,
suggesting fewer noise instances in up compared with oc. These
findings reveal that CL’s effectiveness is more influenced by
dataset characteristics than by the choice of feature extraction
method.

LIMITATION AND CHALLENGES

In our research journey, we encountered several noteworthy
challenges, one of the most prominent being the significant
class imbalance within our dataset. Specifically, viral types TARV,

THRV, TRV and TERV were unevenly represented in a ratio of
5:3:3:0.5, potentially introducing bias into our model. To tackle
this issue, we explored various methods like oversampling,
undersampling and Synthetic Minority Oversampling Technique
(SMOTE) to balance the classes, as suggested by Blagus and
Lusa (2013) [36].

Our study implemented SMOTE exclusively on the training
data, aiming to create synthetic samples for minority classes like
TRV and THRV to match the TARV class regarding sequence count.
However, when evaluating our trained model on the test data,
we encountered unsatisfactory results, prompting us to withhold
reporting these outcomes.

Additionally, the limited number of sequences available in
each dataset presented another significant challenge, potentially
affecting the accuracy of our classification model.

CONCLUSION

In this project, we addressed the problem of detecting and clas-
sifying different types of turkey reoviruses in a given genome
database. We employed various ML and DL algorithms on datasets
of two segments (M2- up and Sl-oc) and evaluated their per-
formance using commonly used metrics. We also used both k-
mer and sequence encoding to examine their impact on the
performance of the employed ML and DL models.

The main contributions of this research are summarized as
follows:

e This work is the first, to the best of our knowledge, to apply
various ML methods such as SVM, Random Forest Classifier,
Multinomial Naive Bayes and Decision Tree Classifier, as
well as a DL method known as CNNs to detect and classify
different types of reoviruses in turkey genome sequences.

e K-means and Hierarchical clustering methods are adopted to
identify new clusters and partition the data into novel groups
that exhibit high similarity within their respective clusters.



Emerging variants of turkey reovirus | 7

oc-kmer

-

oc-kmer-CL

EMNB @mSVM @DT ORF @ECNN

oc-SE oc-SE-CL

Iy

Figure 3. This figure displays F1-weighted scores for ML models trained on the o¢ dataset, comparing k-mer and sequence encoding methods with and

without CL.

The results of this study reveal that applying Decision Tree clas-
sifiers with sequence encoding for up datasets provides superior
performance compared with other methods, achieving classifi-
cation with accuracy, f1-macro and f1-weighted scores of 0.92%,
0.83% and 0.92%, respectively. Meanwhile, for o¢, Random Forest
with k-mer encoding yielded the best results with accuracy, f1-
macro and f1-weighted scores of 0.92%, 0.93% and 0.92%, respec-
tively. Our research clearly illustrates that the effectiveness of ML
models is significantly influenced by the specific characteristics
of the dataset and the methods used for feature extraction. This
understanding is crucial for the development of more accurate
and efficient ML applications in biological data analysis.

Furthermore, our study highlights the promising capabilities of
both ML and DL algorithms in accurately detecting and classify-
ing turkey reoviruses. These results not only validate the effec-
tiveness of these computational approaches but also open new
avenues for advanced research in virology and disease control.
The success of these algorithms in our study serves as a stepping
stone for further explorations and innovations in the field of viral
genomics.

Key Points

e The turkey reoviruses, a subtype of Avian reoviruses,
are linked to diverse turkey diseases, causing economic
losses and diminishing the marketability of commercial
turkeys.

e Qur study is the first known application of Machine
Learning for detecting and classifying different types of
turkey reoviruses.

e We utilize clustering methods to identify novel clusters
and unidentified virus variants within turkey genome
sequences.
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