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ABSTRACT: Solvent effects on the UV−vis spectra of 3-hydroxy-
flavone and other structurally related molecules (3-hydroxychromen-4-
one, 3-hydroxy-4-pyrone, and 4-pyrone) have been studied by
combining time-dependent density functional theory (TDDFT) and
the polarizable continuum method (PCM). Among the first five excited
states of the four considered molecules, electronic states of n → π* and
π → π* nature appear. In general, the stability of the n → π* states
decreases as the π space becomes larger in such a way that only for 4-
pyrone and 3-hydroxy-4-pyrone are they the first excited states. In
addition, they become less stabilized in ethanol solution than the
ground state, and this causes blueshift transitions in solution. The
opposite trend is found for the π → π* excited states. They are less
energetic with the π-system size and when passing from gas phase to solution. The solvent shift also depends strongly on the size of
the π systems and on the formation of an intramolecular hydrogen bond; thus, it decreases when going from 4-pyrone to 3-
hydroxyflavone. The performance of the three versions (cLR, cLR2, and IBSF) of the specific-state PCM method in predicting
transition energies are compared.

■ INTRODUCTION
3-Hydroxyflavone (3-HF) is the base structure of a group of
flavonoids called flavonols.1 These compounds display
important photophysical and photochemical properties as
most of them can undergo excited-state intramolecular proton
transfer (ESIPT2−9) and, depending on the environment, they
can produce one or two fluorescent signals; that is, they can
exhibit dual fluorescence.10 The process is as follows: in the
ground state, the most stable conformer, usually named N,
displays an intramolecular hydrogen bond (IHB) between the
3-hydroxyl group and the carbonyl oxygen. After excitation of
the molecule to the first excited state, N*, proton transfer can
occur between the 3-hydroxyl group and the carbonyl oxygen,
forming the tautomer form T*. From here, the molecule can
return to the ground state, emitting radiation of lower
frequency than the exciting radiation. Because of the different
chemical nature of the absorption and emission structures, the
Stokes shift is very large, and because of this, the use of
flavonols has been proposed as frequency shifters.11 Depending
on the temperature and environment, the molecule can also
de-excite from the N* form. In fact, in protic solvents, this is
the only observed signal. Thus, the emission spectrum of 3-HF
can display either a single signal from the excited tautomer or
the normal form or two widely separated signals from both
isomers. An adequate selection of the external conditions
(solvent and/or temperature) permits to fit the intensity and

frequency of the two emission signals, achieving white light
emission from a single molecule. From this perspective, these
molecules have been also used in the design of OLEDs and
WOLEDs and as fluorescence probes with many chemical
applications.9,11−14 The interest that flavonoids and flavonols
arouse in the scientific community is also well known due to
their biological and pharmacological roles in the treatment of
many human diseases. Evidence suggests that these com-
pounds exhibit anticancer, cardioprotective, anti-inflammatory,
and antioxidant activity.15−20

The interesting photochemical properties of flavonols can be
tuned in several ways: (1) by modifying the skeleton structure
of the molecule, (2) by introducing electron donor or acceptor
groups, and (3) by changing the polarity of the solvent. In this
work, the absorption spectra of 3-HF and a few related
molecules such as 3-hydroxychromen-4-one (3-HC), 3-
hydroxy-4-pyrone, and 4-pyrone are studied (Figure 1). Our
main goal is to determine how the three abovementioned
factors affect the nature and position of the spectral bands.
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Experiments have shown that the solvent effects on the
absorption spectra vary greatly between the studied molecules.
Thus, while they are almost negligible in 3-HF, in 4-pyrone,
these effects are very large. These results are, at first sight,
striking since the chromophore, the carbonyl group, is the
same in the four molecules. Along this paper, we will attempt
to elucidate the interplay existing between molecular structure
and solvation. At the same time, we will make a comparison of
different methods proposed to study the solvents’ effects. More
specifically, two specific-state PCM methods will be compared:
the corrected linear response method (cLR)21 and the
Improta, Barone, Schalmani, and Frisch method (IBSF).22,23

We also include in our study a recent extension of the cLR
method that includes an estimation of the solute−solvent
dispersion component. This new method24 is known as cLR2,
and it would help clarify the role of the different solute−
solvent interaction energy components (electrostatic, polar-
ization, and dispersion) in the photophysics of flavonols.
The UV−vis absorption spectra of the four studied

molecules are characterized by the presence of several maxima.
In the literature, 3-HF is the molecule that has received most
attention and is considered the backbone for the flavonol
family. The UV−vis spectrum of this molecule25 shows a broad
band in non-polar solvents with peaks at 3.49, 3.65, and 4.08
eV. In alcohols, this band does not change significantly. A low
intensity band associated with its anionic form appears at
longer wavelengths. From a theoretical point of view, the UV−
vis spectrum and the ESIPT of 3-HF26−28 and 3-HF-based
chromophores29−41 have been studied both in gas phase and in
solution. Most of these studies have used TDDFT, although
MNDO/AM1,41,42 CIS,28 and CASPT2/CASSCF28 methods
have also been applied. Solvent effects have generally been
included using the polarizable continuum method (PCM). The
use of a polarizable continuum model in the study of these
systems can be criticized since this model neglects the
microscopic structure of the solvent around the solute and
does not consider the possible presence of intermolecular
hydrogen bonds between the carbonyl and hydroxyl groups in
the solute and the water molecules of the solvent. In a recent
work43 where the transition energies provided by continuum
models and QM/MM methods that use the mean field
approximation (ASEP/MD) were compared, it was found that
in 3-HF, the differences between the results provided by the
two methods are smaller than 0.03 eV. Previous (unpublished)

calculations for the 4-pyrone molecule obtain similar results.
Since the computational cost of the ASEP/MD method is
higher, in this article, we will only use PCM.
The rest of the paper is organized as follows. The

Computational Methods and Details section describes the
computational methods used in this work, paying special
attention to the description of the solvation theories. The
Results and Discussion section describes the changes
introduced by the solvent in the geometry, charge distribution,
and spectroscopy of the four molecules included in the study.
The Conclusions section presents the main conclusions and
aims to relate the changes in solvation with the structural
changes.

■ COMPUTATIONAL METHODS AND DETAILS
The ground-state geometries both in gas phase and in an
ethanol solution of the four studied molecules were optimized
using the density functional theory (DFT)44−46 Transition
energies to the excited states were obtained with the time-
dependent density functional theory (TDDFT).47 Three
functionals (B3LYP,48 PBE0,49 and CAM-B3LYP50) and two
basis sets (6−31 + G* and 6−311 + G**, from now on B1 and
B2, respectively) were used. Solvent effects were calculated
using PCM,51,52 and quantum calculations were performed
with the Gaussian09 program package.53

The study of the solvent influence on the electronic
spectrum of the molecules in solution using PCM and
TDDFT methods can be carried out according to two schemes
known as linear response (LR54,55) and specific-state response
(SS56,57). To understand the difference between these two
alternatives, it is important to note that the solvent degrees of
freedom respond with different speeds to sudden changes in
the electron density of the solute. During a vertical transition,
where the change in the electron density of the solute is very
fast, only the electronic polarization of the solvent is able to
respond to this change. This solvent response is known as the
dynamic or non-inertial response. Conversely, the slower
degrees of freedom (related to the movement of the molecular
nuclei) do not have time to change and remain ″frozen″
(Franck−Condon principle), that is, they remain in equili-
brium with the electron density of the initial electronic state
(the ground state if we are treating an absorption process or
the excited state if we study an emission). The slow response is
known as the static or inertial component of the solvent.
Both methods, LR and SS, assume that the inertial response

of the solvent is frozen, that is, the excitation energies of the
solute are calculated in the presence of a solvent that is in
equilibrium with the ground-state reaction field. The main
difference between them is that, while in LR, the solvent
responds in addition to the transition dipole moment
(response classified as dispersion contribution), in the SS
method, the non-inertial component attempts to equilibrate
the actual solute charge distribution, that is, it responds to the
dipole difference between the ground and excited states.
Within the SS scheme, there are several possibilities depending
on whether the solvent polarization and the new electron
density of the solute reach mutual equilibrium or not. In this
way, we have the cLR (corrected linear response)21 and the
IBSF methods (Improta, Barone, Schalmani, and Frisch22,23).
The main difference between them is that IBSF is self-
consistent, while cLR considers only the first cycle of solvent
polarization. Details on both methods can be found in the
literature. Throughout this work, the results provided by both

Figure 1. Structures of (a) 4-pyrone, (b) 3-hydroxy-4-pyrone, (c) 3-
hydroxychromen-4-one (3-HC), and (d) 3-hydroxyflavone (3-HF).
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cLR and IBSF approaches are compared. We also include in
our study the recently proposed cLR224 method that permits us
to estimate the dispersion component contribution of the
solute−solvent interaction energy to the solvent shift by
combining data from the LR, SS, and “fully frozen” solvent
models.

■ RESULTS AND DISCUSSION
We will begin the study by analyzing in some detail the
description of the thermodynamic and spectroscopic structural
properties of 4-pyrone, and then we will move on to the study
of increasingly complex molecules to determine the relation
between structure and solvation. The most significant
geometric parameters of the four studied molecules, both in
gas phase and in ethanol solution for the different functionals
and basis sets, are collected in Tables S1−S4 of the
Supplementary Material.

4-Pyrone. The 4-pyrone structure can be seen in Figure 1a.
This is the simplest of the molecules considered and given that
it lacks the hydroxyl group, formation of the IHB is not
possible as it is with the rest of the studied molecules.
However, it conserves the carbonyl group, which is the
chromophore responsible for the main spectroscopic character-
istics of this kind of molecules. The most important solvent
effects on the geometry are concentrated precisely in this
group. The C�O bond length increases by 0.01−0.02 Å from
the gas phase to the ethanol solution. This behavior is
consistent with the polar nature of the alcoholic solution and
with the carbonyl group features. This group can be
represented as a combination of two resonant forms, one
being neutral, where the carbonyl group displays a double

bond, and the other being zwitterionic, where it has a single
bond character. Polar solvents tend to favor the latter, and the
bond length increases consequently. As we will see later, this
trend is shared by the four studied systems.
Table 1 shows the calculated transition energies for the first

five excited states of 4-pyrone. The first point to note is that in
the phase, there is hardly any difference between the results
found with the split-valence double-zeta (B1) and the triple-
zeta basis set (B2). The transitions to the two first excited
states, S1 and S2, have an n → π* nature and they are well
separated from each other; according to their oscillator
strength values these two transitions are forbidden. The third
and fourth excited states have a π → π* character and they are
almost degenerated. The energy difference between them is
about 0.1 eV, and S4 is the one displaying the largest oscillator
strength. Finally, S5 also has a π → π* nature. As for the
behavior of the different functionals, B3LYP and PBE0 provide
very similar transition energies, while CAM-B3LYP provides
energies that are about 0.1−0.3 eV larger. Figure 2 displays the
molecular orbitals involved in the transition to S1 and S4 in gas
phase.
In ethanol solution, the nature and topology of the first five

excited states calculated with B3LYP and PBE0 do not change
independently of the solvation method (cLR, cLR2 or IBSF),
that is, the first two excited states remain in an n → π* nature,
while the last three are of a π → π* type. However, states S3
and S4 exchange their positions, and now, S3 is the state with
the highest transition probability. This state has an oscillator
strength of around 0.25. With CAM-B3LYP, there is a
destabilization of the second n → π* state, which can become

Table 1. Transition Energies and Oscillator Strength (in Parentheses) for the First Five Excited States of 4-Pyrone in Gas
Phase and in Ethanol Solutiona

ΔE (eV)

transition CAM-B3LYP/B1 CAM-B3LYP/B2 PBE0/B1 PBE0/B2 B3LYP/B1 B3LYP/B2

gas phase
S0 → S1 4.23 (.00) 4.19 (.00) 4.02 (.00) 3.99 (.00) 3.96 (.00) 3.92 (.00)
S0 → S2 5.59 (.00) 5.60 (.00) 5.06 (.00) 5.02 (.00) 4.85 (.00) 4.81 (.00)
S0 → S3 5.81 (.02) 5.77 (.02) 5.62 (.02) 5.58 (.02) 5.48 (.02) 5.44 (.02)
S0 → S4 5.87 (.25) 5.84 (.25) 5.72 (.19) 5.69 (.19) 5.61 (.17) 5.57 (.17)
S0 → S5 6.72 (.12) 6.69 (.13) 6.51 (.06) 6.49 (.09) 6.16 (.01) 6.17 (.01)
PCM/cLR
S0 → S1 4.40 (.00) 4.40 (.00) 4.18 (.00) 4.18 (.00) 4.07 (.00) 4.07 (.00)
S0 → S2 5.80 (.33) 5.82 (.33) 5.27 (.00) 5.26 (.00) 5.07 (.00) 5.06 (.00)
S0 → S3 5.90 (.01) 5.88 (.00) 5.67 (.26) 5.68 (.26) 5.51 (.24) 5.52 (.24)
S0 → S4 5.91 (.00) 5.90 (.01) 5.70 (.03) 5.71 (.02) 5.55 (.03) 5.55 (.03)
S0 → S5 6.54 (.18) 6.56 (.18) 6.33 (.15) 6.35 (.16) 6.14 (.14) 6.16 (.15)
PCM/cLR2

S0 → S1 4.40 4.39 4.18 4.17 4.07 4.07
S0 → S2 5.62 5.64 5.27 5.26 5.07 5.06
S0 → S3 5.85 5.86 5.51 5.52 5.36 5.37
S0 → S4 5.91 5.88 5.66 5.66 5.51 5.51
S0 → S5 6.44 6.45 6.24 6.24 6.05 6.06
PCM/IBSF
S0 → S1 4.66 (.00) 4.62 (.00) 4.43 (.00) 4.39 (.00) 4.37 (.00) 4.33 (.00)
S0 → S2 5.78 (.25) 5.75 (.25) 5.59 (.00) 5.55 (.00) 5.41 (.00) 5.36 (.00)
S0 → S3 6.02 (.01) 5.98 (.01) 5.68 (.19) 5.64 (.19) 5.57 (.18) 5.53 (.18)
S0 → S4 6.21 (.00) 6.16 (.00) 5.68 (.19) 5.65 (.18) 5.59 (.13) 5.57 (.12)
S0 → S5 6.40 (.15) 6.37 (.15) 6.20 (.13) 6.16 (.13) 6.06 (.12) 6.03 (.13)

aTransition energies for the n → π* state in italics. Experimental values: 4.11 eV (weak),59 5.15−5.21 eV (intense)58,59 in cyclohexane; broad band
(weak),58 5.02 eV (intense)58 in polar solvent.
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the third or fourth root depending on the basis set and
solvation method.
Regarding the solvent shift in ethanol, the general trend is an

increase in the transition energies of the n → π* states
compared to the gas phase values. Thus, for example, for
B3LYP/B2 and cLR, the maxima move from 3.92 and 4.81 eV
to 4.07 and 5.06 eV for S1 and S2, respectively. This means a
hypsochromic or blueshift of 3.4 and 5.7 kcal/mol. In contrast,
the π → π* states register a slight bathochromic shift. Thus,
the transition energy of the most probable transition (S4 in gas
phase and S3 in solution) decreases from 5.57 to 5.52 eV and
S5 decreases from 6.17 to 6.16 eV (solvent shift of −0.25 to
−1.1 kcal/mol). IBSF provides the largest transition energies,
mainly in n → π* transitions, where the solvent shifts are close
to 10 kcal/mol. These results are consistent with the calculated
dipole moment values (See Table S5 in the Supplementary
Material). cLR2 results are similar to those found with cLR for
n → π* transitions but are 0.1−0.2 eV lower in π → π*
transitions. This behavior was expected as the dispersion
component provides the response of the solvent to the
transition dipole moment, and this is zero (forbidden

transition) in the n → π* transitions. When different from
zero, the dispersion contribution is always associated with a
redshift. In sum, electrostatic solvent effects are important on n
→ π* but almost negligible for π → π* transitions; conversely,
the dispersion component is important in π → π* but not in n
→ π* transitions. In addition, the ISBF method provides the
largest solvent effects. With this method, PBE0 and B3LYP
display similar behavior, although the CAM-B3LYP functional
behaves differently; thus, the first two excited states are n → π*
and π → π*, the latter being the bright state with an oscillator
strength of 0.25. S3 and S5 states are of a π → π* nature, and S4
is n → π*. As for the solvent shift, the trend is similar to that
found with PBE0 and B3LYP: n → π* states show a
hypsochromic shift, while the π → π* ones experience a slight
bathochromic shift.
Regarding the comparison with the experimental data, the

transition energies calculated with PBE0 and B3LYP are in
good agreement with the literature. Ishibe et al.58 find in
methylcyclohexane a low-intensity band (assigned to a n → π*
transition) with several peaks. The maxima are identified at
3.95, 4.08, and 4.22 eV. In more recent work, Seixas de Melo et
al.59 located in cyclohexane a very weak band whose maximum
is around 4.11 eV. At lower wavelengths, a very intense band is
located around 5.1559 or 5.21 eV.58 Our in-gas phase
calculations predict that the first of the n → π* states appears
between 3.92 and 4.23 eV (depending on the functional), in
very good agreement with the experiment. Regarding the most
intense band, our calculations place the π → π* state with the
highest oscillator strength (S4) at around 5.5−5.9 eV. B3LYP
and PBE0 produce a slight overestimation in the position of
this band, which increases to 0.7 eV with CAM-B3LYP. In

Figure 2. Molecular orbitals involved in the transition to S1 and S4 in
the phase for 4-pyrone.

Table 2. Transition Energies and Oscillator Strength (in Parentheses) for the First Five Excited States of 3-Hydroxy-4-pyrone
in Gas Phase and in Ethanol Solutiona

ΔE (eV)

transition CAM-B3LYP/B1 CAM-B3LYP/B2 PBE0/B1 PBE0/B2 B3LYP/B1 B3LYP/B2

gas phase
S0 → S1 4.63 (.00) 4.63 (.00) 4.45 (.00) 4.45 (.00) 4.31 (.00) 4.31 (.00)
S0 → S2 5.11 (.16) 5.13 (.16) 4.88 (.12) 4.90 (.12) 4.74 (.11) 4.75 (.11)
S0 → S3 5.69 (.01) 5.69 (.01) 5.55 (.02) 5.55 (.02) 5.40 (.02) 5.40 (.02)
S0 → S4 6.34 (.01) 6.38 (.28) 5.91 (.00) 5.89 (.00) 5.66 (.00) 5.64 (.00)
S0 → S5 6.37 (.29) 6.39 (.01) 6.17 (.24) 6.18 (.24) 5.98 (.22) 5.99 (.21)
PCM/cLR
S0 → S1 4.73 (.00) 4.73 (.00) 4.54 (.00) 4.53 (.00) 4.40 (.00) 4.40 (.00)
S0 → S2 5.11 (.21) 5.12 (.21) 4.90 (.17) 4.91 (.17) 4.76 (.16) 4.77 (.16)
S0 → S3 5.72 (.00) 5.72 (.00) 5.58 (.01) 5.58 (.01) 5.44 (.00) 5.44 (.01)
S0 → S4 6.26 (.00) 6.31 (.00) 6.04 (.00) 6.04 (.00) 5.84 (.00) 5.76 (.00)
S0 → S5 6.30 (.36) 6.33 (.36) 6.10 (.33) 6.08 (.33) 5.85 (.31) 5.92 (.30)
PCM/cLR2

S0 → S1 4.72 4.69 4.51 4.48 4.45 4.41
S0 → S2 4.97 4.94 4.81 4.79 4.71 4.68
S0 → S3 5.67 5.63 5.57 5.53 5.45 5.42
S0 → S4 6.14 6.13 5.95 5.89 5.77 5.63
S0 → S5 6.23 6.27 6.04 6.02 5.88 5.93
PCM/IBSF
S0 → S1 4.90 (.00) 4.88 (.00) 4.70 (.00) 4.69 (.00) 4.56 (.00) 4.55 (.00)
S0 → S2 5.11 (.16) 5.12 (.16) 4.92 (.13) 4.92 (.13) 4.77 (.12) 4.78 (.12)
S0 → S3 5.77 (.00) 5.77 (.00) 5.63 (.01) 5.63 (.01) 5.49 (.01) 5.49 (.01)
S0 → S4 5.98 (.00) 6.06 (.00) 6.10 (.25) 6.09 (.25) 5.90 (.23) 5.90 (.23)
S0 → S5 6.32 (.28) 6.33 (.28) 6.21 (.00) 6.19 (.00) 5.97 (.00) 5.95 (.00)

aTransition energies for the n → π* state in italics. Experimental values: 4.6 eV60,61 in ethanol.
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view of the results found, we can conclude that B3LYP and
PBE0 are the functionals that best suit the experimental data.
In polar solvents, the experimental spectrum shows a

hypsochromic shift of the n → π* band toward lower
wavelengths, producing a widening of the band and a greater
difficulty in locating the maxima. Ishibe et al.58 place these
maxima at around 4.29, 4.75, and 4.87 eV. In contrast, a
bathochromic shift is found for the π → π* band, which is now
located at 5.02 eV compared to 5.15 eV found in cyclohexane.
These bands move in opposite directions, and the result is that
they slightly overlap, with a shoulder appearing in the area of
high wavelengths corresponding to the π → π* band. Our
calculations reproduce this trend: n → π* states move to lower
wavelengths (higher transition energies), while the bright-state
π → π* shows a bathochromic shift. However, the position of
the most intense band is overestimated by approximately 0.5
eV (5.52 eV at the B3LYP/B2 level of calculation vs 5.02 eV).

3-Hydroxy-4-Pyrone. The main structural characteristic of
this molecule, which determines its photophysical and
photochemical behavior, is the formation of an IHB (See
Figure 1b). Solvent effects on the molecular structure are small.
The carbonyl bond length increases by 0.01 Å when going
from the gas phase to the ethanol solution. The O−H bond
distance, however, remains practically constant at any level of
calculation. The distance between the carboxylic oxygen and
the hydrogen of the hydroxyl group slightly increases by 0.02−
0.03 Å in presence of ethanol. These changes are compatible
with a decrease of IHB strength in solution.
Table 2 shows the calculated transition energies of 3-

hydroxy-4-pyrone. S1 continues to be a n → π* transition.
However, the second n → π* state is destabilized (PBE0 and
B3LYP) or it does not even appear (CAM-B3LYP) among the
first five excited states. The transitions to S2 and S3 are of a π
→ π* nature at any level of calculation. As for the transition to
S4 and S5, their character (n → π* or π → π*) depends on the
level of calculation and environment. Thus, the transition to S4
is n → π* in gas phase and when the solvent is described with
cLR and π → π* with cLR2 and ISBF. The formation of the
IHB destabilized the n → π* transition that now appears at
larger energies than in 4-pyrone. π → π* are, however, hardly
affected.
As before, n → π* states exhibit a hypsochromic or blueshift

in ethanol solution. Thus, at B3LYP/B2 level states, S1 and S4
increase their transition energies to around 2.1 and 2.8 kcal/
mol, respectively. Note that this value is about half of the value
obtained in 4-pyrone. The electronic transitions for the states
S2, S3, and S5 display lower solvent shifts. Thus, only changes
of 0.4−0.9 kcal/mol are registered for S2 and S3. With ISBF, an
even more significant shift toward higher energies is observed
for the n → π* state, this fact implying that the second n → π*
state now appears as S5 (S4 at the cLR level). The solvent shifts
at the B3LYP/B2 level for the two n → π* transitions with
ISBF are 5.76 and 7.15 kcal/mol. These values are also clearly
lower than those obtained for 4-pyrone. The dipole moments
of the different states are lower in 3-hydroxy-4-pyrone than in
4-pyrone, as is the variation of the dipole moment during the
transition, which explains the smaller solvent shift values in this
case (See Tables S5 and S6 in the Supporting Material). As for
the dispersion component, it contributes at most 0.1 eV to the
solvent shift.
Experimental data60,61 place the ultraviolet absorption band

around 4.6 eV. Since the n → π* states present very low
intensities, the experimental band should correspond to some

of the π → π* states. In our case, the transition to S2 is in good
agreement with the experiment. With B3LYP and PBE0, this
band appears around 4.7−4.9 and 5.1 eV with CAM-B3LYP.
See Figure 3 for a representation of the molecular orbitals
involved in this transition.

3-Hydroxychromen-4-one. The next molecule, 3-HC,
has a more extended π system than 3-hydroxy-4-pyrone (see
Figure 1c). The presence of a fused aromatic ring gives this
molecule quite a rigid structure. Only the hydroxyl group
exhibits rotational freedom even though it is limited by the
formation of an IHB with the carboxylic oxygen. This is a
sensitive area as in proton donor or acceptor solvents, the IHB
can be replaced by an intermolecular HB. We will return on
this point later when studying the 3-HF system. The analysis of
the solvent influence on the geometry points out very small
changes in the structure. Thus, an increase of only 0.01 Å in
the C�O bond length and of 0.01−0.02 Å in the IHB length
can be noted.
Table 3 shows the calculated transition energies in gas phase

and in ethanol solution for the first five excited states of 3-HC.
The first point to note is that in gas phase, the S1 and S2
excited states are practically degenerate mainly at the CAM-
B3LYP level. With this functional, the first excited state
corresponds to an n → π* transition. States S4 and S5 are also
very close in energy with a difference of around 0.2 eV. As
found in previous molecules, transition energies calculated with
CAM-B3LYP are higher than PBE0 values and these, in turn,
are higher than those obtained with B3LYP. In addition, there
is only a single n → π* state among the first five excited states,
appearing as S1 or S2 depending on the functional.
The main effect of the increase in size of the π system (as we

pass from 4-pyrone toward 3-HC) is the destabilization of the
n → π* states with respect to π → π*. Our calculations predict
the appearance of two bands of different intensities in the
absorption spectrum, the band that appears at lower wave-
lengths being the most intense. See Figure 4 for a
representation of the molecular orbitals involved in this
transition. CAM-B3LYP places these bands at 4.43 and 5.78
eV, values somewhat higher than those calculated with B3LYP
and PBE0: 4.0−4.1 and 5.2−5.3 eV, respectively.
Regarding the position of the absorption bands in solution, a

very small variation is observed with respect to that calculated
in gas phase. Thus, at the PBE0/B1 level, the n → π * state
shows a slight hypsochromic shift, increasing the transition
energy from 4.20 to 4.26 eV in ethanol. The solvent shift is
about 1.4 kcal/mol, this value being a quarter of that calculated
for 4-pyrone. The transition energy variations for π → π*
states are even lower. This fact is in good agreement with the
experimental data. Chevalier et al.62 have recorded the
spectrum of 3-HC in methylcyclohexane, acetonitrile, and

Figure 3. Molecular orbitals involved in the electronic transition to S2
in gas phase for 3-hydroxy-4-pyrone.
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ethanol, and two bands of different intensities can be observed
in all the three solvents: one of low intensity whose maximum
appears at 3.96 eV and another more intense with a maximum
at 5.34 eV. A slight shift of 5 nm toward lower energies in the
lower intensity band was observed when the spectrum was
recorded in ethanol (from 3.96 to 3.90 eV). Our results show
very good agreement with the experimental data since S1 and
S5 states present transition energies of 4.11 and 5.34 eV in gas
phase and 4.11 and 5.37 in ethanol at the PBE0/B1 level. As
has been previously noted, B3LYP and PBE0 provide
somewhat lower values than CAM-B3LYP. Note, finally, that
the gap between the two first excited states increases when
passing from the gas phase to the ethanol solution. The IBSF
method produces a more pronounced hypsochromic shift for
states n → π* than cLR. While S3 and S4 experience a slight
bathochromic shift, S5 is shifted toward higher energies. Again,
according to our results, functionals B3LYP and PBE0 are
most suitable for the description of the absorption spectrum of
3-HC in solution.

3-Hydroxyflavone. Figure 1d shows the structure of 3-HF.
As for 3-HC, the presence of a fused aromatic ring gives 3-HF

a very rigid structure. Even though the new phenyl group
introduced in the structure could present, in principle, total
rotational freedom, it is limited by its preference to adopt a flat
arrangement in order to increase conjugation with the
chromone moiety. Because of its rigid structure, the interaction
of 3-HF with the solvent causes only minor variations in bond
lengths. The greatest solvent effects on the geometry are
observed in the C�C and C�O double bonds (which
increased by about 0.01 Å) and in the atoms involved in the
IHB (which increased by about 0.1−0.2 Å). Due to its polar
character, ethanol produces a shielding of the charge displayed
by the carbonyl and hydroxyl groups, which causes a
weakening of the IHB. This fact is evidenced by the increase
in the distance between the carboxylic oxygen and the
hydroxylic hydrogen and in the slight decrease of the O---
H−O bond angle.
In proton donor and acceptor solvents, a second structure

has been proposed in which an intermolecular HB replaces the
IHB. Our calculations show that this structure is less stable by
about 3 kcal/mol than the structure displayed in Figure 1d.

Table 3. Transition Energies and Oscillator Strength (in Parentheses) for the First Five Excited States of 3-Hydroxychromen-
4-one, 3-HC, in Gas Phase and in Ethanol Solutiona

ΔE (eV)

transition CAM-B3LYP/B1 CAM-B3LYP/B2 PBE0/B1 PBE0/B2 B3LYP/B1 B3LYP/B2

gas phase
S0 → S1 4.42 (.00) 4.43 (.00) 4.11 (.10) 4.11 (.10) 3.98 (.09) 3.98 (.09)
S0 → S2 4.43 (.14) 4.44 (.13) 4.20 (.00) 4.20 (.00) 4.08 (.00) 4.08 (.00)
S0 → S3 5.03 (.02) 5.03 (.02) 4.83 (.01) 4.83 (.01) 4.69 (.01) 4.69 (.01)
S0 → S4 5.57 (.01) 5.58 (.01) 5.19 (.02) 5.20 (.02) 4.98 (.01) 4.99 (.01)
S0 → S5 5.78 (.58) 5.79 (.57) 5.34 (.32) 5.34 (.32) 5.16 (.29) 5.16 (.29)
PCM/cLR
S0 → S1 4.41 (.18) 4.42 (.18) 4.11 (.14) 4.11 (.14) 3.98 (.13) 3.99 (.12)
S0 → S2 4.49 (.00) 4.50 (.00) 4.26 (.00) 4.26 (.00) 4.14 (.00) 4.14 (.00)
S0 → S3 4.98 (.05) 4.98 (.05) 4.80 (.05) 4.80 (.05) 4.65 (.06) 4.66 (.05)
S0 → S4 5.50 (.10) 5.51 (.10) 5.12 (.01) 5.13 (.00) 4.91 (.01) 4.92 (.01)
S0 → S5 5.82 (.69) 5.82 (.69) 5.37 (.54) 5.36 (.53) 5.18 (.48) 5.18 (.48)
PCM/cLR2

S0 → S1 4.30 4.27 4.05 4.02 3.94 3.92
S0 → S2 4.49 4.46 4.25 4.22 4.19 4.15
S0 → S3 4.93 4.90 4.78 4.75 4.67 4.64
S0 → S4 5.40 5.36 5.10 5.07 4.94 4.91
S0 → S5 5.67 5.64 5.25 5.22 5.10 5.07
PCM/IBSF
S0 → S1 4.40 (.14) 4.41 (.14) 4.11 (.11) 4.11 (.10) 3.98 (.10) 3.99 (.09)
S0 → S2 4.61 (.00) 4.61 (.00) 4.38 (.00) 4.37 (.00) 4.27 (.00) 4.26 (.00)
S0 → S3 4.93 (.04) 4.94 (.04) 4.77 (.03) 4.77 (.03) 4.61 (.03) 4.62 (.03)
S0 → S4 5.44 (.06) 5.45 (.06) 5.07 (.01) 5.08 (.01) 4.86 (.01) 4.88 (.01)
S0 → S5 5.87 (.59) 5.86 (.58) 5.38 (.32) 5.37 (.32) 5.20 (.29) 5.19 (.29)

aTransition energy for the n → π* state in italics. Experimental values: 3.96 eV (weak), 5.34 eV (intense)62 in methylcyclohexane; 3.90 eV (weak),
5.34 eV (intense)62 in ethanol.

Figure 4. Molecular orbitals involved in the transition to the bright π → π* state (S5) in gas phase for 3-hydroxychromen-4-one.
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Consequently, this open structure is not expected to
participate actively in the spectroscopy of these molecules.
Table 4 shows the energies for the first five transitions of 3-

HF in gas phase and in ethanol. Starting with the in-gas phase
results, there is hardly any difference between the results found
with the two employed basis sets (B1 and B2). As we have
already seen, this behavior is general for all the studied
molecules. The first transition has a π → π* character, implies
a HOMO−LUMO transition (See Figure 5a) and produces an
increase in the dipole moment of the excited state of 0.4−0.9
D depending on the functional and basis set. See Table S8 in
the supporting material for absolute dipole moment values.

This transition displays the greatest oscillator strength. The
second excited state, S2, implies an n → π* transition, it has an
oscillator strength of 0.00, and so it is a forbidden transition.
For S2 there is a significant decrease in the dipole moment,
being Δμ ≈ −2.0 D. The third excited state, S3, is again a π →
π* transition that involves an increase in the dipole moment of
1.0−1.4 D. The following excited state, S4, presents
contributions from two transitions. The dipole moment of
this state is notably higher than that for the ground state, being
around 9−10 D for PBE0 and B3LYP and around 5.2−5.4 D
for CAM-B3LYP. This increase is related to the charge transfer
nature of this transition, where there is a shift in charge density
from the phenyl ring toward the chromone moiety (see Figure
5b). Finally, S5 also shows contributions of two transitions, and
is associated with a decrease in the dipole moment of 0.3−0.9
D depending on the functional.
The order and topology of the orbitals involved in ethanol

transitions display some changes with respect to those
obtained in gas phase, mainly in the position of the n → π*
state. Transition to S1 holds its π → π* character and remains
the most probable transition for the three solvation methods.
The solvent hardly modifies this transition, which appears
again around 3.6−4.0 eV. The n → π* transition either
remains as S2 (CAM-B3LYP with cLR and cLR2) or it is
destabilized with respect to the π → π* transitions and
becomes the S3 or S4 excited states. The third excited state, S3,
implies an increase in the dipole moment of approximately 2 D
and shows a certain charge transfer character. However, it is in
the S4 state where the charge displacement becomes more
evident, mainly with PBE0 and B3LYP functionals. With
CAM-B3LYP, the state presents contributions from numerous
transitions that make a clear establishment of its nature

Table 4. Transition Energies and Oscillator Strength (in Parentheses) for the First Five Excited States of 3-Hydroxyflavone, 3-
HF, in Gas Phase and in Ethanol Solutiona

ΔE (eV)

transition CAM-B3LYP/B1 CAM-B3LYP/B2 PBE0/B1 PBE0/B2 B3LYP/B1 B3LYP/B2

gas phase
S0 → S1 4.01 (.49) 4.02 (.48) 3.67 (.41) 3.68 (.41) 3.55 (.39) 3.56 (.39)
S0 → S2 4.43 (.00) 4.44 (.00) 4.15 (.00) 4.15 (.00) 4.01 (.00) 4.02 (.00)
S0 → S3 4.64 (.10) 4.65 (.10) 4.35 (.13) 4.35 (.13) 4.18 (.12) 4.18 (.12)
S0 → S4 4.94 (.01) 4.94 (.01) 4.51 (.03) 4.51 (.02) 4.30 (.03) 4.32 (.03)
S0 → S5 5.33 (.07) 5.33 (.08) 4.74 (.02) 4.74 (.02) 4.56 (.01) 4.56 (.01)
PCM/cLR
S0 → S1 3.98 (.60) 4.00 (.60) 3.66 (.53) 3.67 (.53) 3.54 (.51) 3.55 (.51)
S0 → S2 4.48 (.00) 4.49 (.00) 4.21 (.00) 4.21 (.00) 4.06 (.00) 4.06 (.00)
S0 → S3 4.57 (.14) 4.57 (.14) 4.22 (.17) 4.23 (.18) 4.07 (.17) 4.08 (.17)
S0 → S4 4.88 (.02) 4.89 (.02) 4.34 (.03) 4.36 (.03) 4.10 (.03) 4.13 (.03)
S0 → S5 5.28 (.04) 5.29 (.04) 4.76 (.00) 4.76 (.00) 4.57 (.00) 4.58 (.00)
PCM/cLR2

S0 → S1 3.83 3.84 3.52 3.53 3.40 3.41
S0 → S2 4.43 4.44 4.16 4.17 4.01 4.02
S0 → S3 4.55 4.56 4.21 4.21 4.05 4.06
S0 → S4 4.86 4.87 4.33 4.34 4.08 4.11
S0 → S5 5.21 5.22 4.73 4.74 4.55 4.56
PCM/IBSF
S0 → S1 3.96 (.50) 3.97 (.50) 3.65 (.43) 3.66 (.43) 3.53 (.41) 3.54 (.41)
S0 → S2 4.48 (.12) 4.49 (.12) 4.14 (.17) 4.15 (.17) 3.76 (.00) 3.80 (.00)
S0 → S3 4.59 (.00) 4.59 (.00) 4.29 (.00) 4.29 (.00) 3.96 (.17) 3.97 (.17)
S0 → S4 4.78 (.02) 4.80 (.02) 4.17 (.00) 4.16 (.00)
S0 → S5 5.17 (.61) 5.19 (.05) 4.77 (.00) 4.77 (.00) 4.56 (.00) 4.57 (.00)

aTransition energy for the n → π* state in italics. Experimental values: 3.65 eV (intense)25 both in aprotic and non-polar solvent and in alcohols.

Figure 5. Molecular orbitals involved in the electronic transition to S1
(a) and S4 (charge transfer state) (b) in gas phase for 3-
hydroxyflavone.
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difficult. The transition involves the electron density transfer
from the phenyl ring to the 3-hydroxychromen-2-one structure
and an increase of the dipole moment value to 13−14 D
(somewhat lower for the functional CAM-B3LYP). Finally, the
S5 excited state involves a π → π* transition.
The solvent shift varies from 0.2 kcal/mol for the first

excited state to 4.6 kcal/mol for the S4 charge transfer state. As
expected, there is a redshift of the π → π* states and a blueshift
of the n → π* state. This causes S2 and S3 states to become
practically degenerate with PBE0 and B3LYP functionals.
The results found with the IBSF method are similar to those

found with cLR and cLR2, although some differences appear
mainly in the relative stability of the n → π* state. Thus, with
CAM-B3LYP and PBE0, the n → π* state is destabilized until
it becomes S3, and with B3LYP, it falls to S4. This change in
relative stability is due to the great stabilization that the π →
π* charge transfer state undergoes in solution. This excited
state has a dipole moment of 14.4 D (B3LYP/B1), a value that
is much larger than the 5.10 D calculated for the ground state.
In a polar solvent like ethanol, the excited state is more
stabilized than the ground state, and therefore, there is a very
marked decrease in the transition energy. Consequently, the
charge transfer state that in vacuum appeared as S4 now
becomes S2. This makes the first three excited states for the
B3LYP functional to be of a π → π* nature, whereas the fourth
is n → π*. With the CAM-B3LYP functional, S4 presents
contributions from numerous transitions and the charge
transfer character is not so marked (its dipole moment value
is around 9 D). Therefore, its stabilization is not as great as
that for B3LYP. IBSF transition energies are slightly lower than
those obtained with cLR, the differences in most cases being
around 0.2−0.7 kcal/mol. Only for the transition to the charge
transfer state, S4, with the CAM-B3LYP functional, does this
value rise to 2.3 kcal/mol. As with the cLR method, a
hypsochromic shift is observed for the n → π* state, whereas
bathochromic shifts are found for the π → π* states. Finally,
note that it has not been possible to establish the energy and
nature of S4 by using the ISBF and PBE0 functionals due to a
flip of states during the self-consistent polarization process.
The experimental UV−vis spectrum for 3-HF25 in aprotic

and nonpolar solvents displays a very wide band with peaks at
3.49, 3.65, and 4.08 eV. The maximum appears at 3.65 eV. In
alcohols, no significant changes are observed in this band,
although a low intensity band appears at higher wavelengths
above 400 nm (3.10 eV). However, this band has been
associated with the appearance of the anionic form of 3-HF
originated from the deprotonation of the 3-hydroxy group.
This band has been calculated at 407 nm (3.05 eV) with the
CAM-B3LYP/B2 and PCM/cLR levels of theory. Our results
show good agreement with the experimental data. On one
hand, there are no significant changes in the position of the
transition energies in gas phase and in ethanol except for the
position of the charge transfer state. On the other hand, the
results predict two signals of different intensities according to
the calculated oscillator strength values. Thus, cLR calculations
with the B3LYP functional and B1 basis set predict a strong
signal at 3.54 eV and a weaker signal at 4.07 eV. The energetic
proximity of the first five excited states justifies the width of the
experimental band. Regarding the performance of the different
functionals, it can be established that PBE0 and B3LYP with
any of the employed bases provide a good description of the
spectrum, whereas the CAM-B3LYP functional tends to
overestimate the transition energies.

Finally, the calculated absorption energy for the first excited
state of 3HF are in perfect agreement with B3LYP/6-
31G(d)//B3LYP/6-31G(d) result from Casadeus et al.28

These authors reported CIS, TDDFT, CASSCF, and
CASPT2 results on the absorption of 3HF in gas phase and
concluded that the TDDFT approach gives the best agreement
with experimental data, especially with geometries optimized at
the same level of theory. As expected, the CIS and CASSCF
results give too-high excitation energies that are improved
when dynamical correlation is introduced at the CASPT2 level.
This CASPT2//CASSCF value remains overestimated with
respect to TDDFT, probably due to the poor quality of the
CASSCF geometry. The inclusion of the electronic correlation
in obtaining accurate structures appears essential for the
precise calculation of excitation energies.

■ CONCLUSIONS
Solvent effects on the nature and energy transition of the first
five excited states of 3-HF and three related molecules,
obtained by removing different groups of the original structure,
have been studied. Among the first five excited states, there
appear both n → π* and π → π* electronic states. It was
verified that as the number of π orbitals in the system
increases, there is a stabilization of the π → π* states with
respect to n → π*. In this way, while the first two excited states
of 4-pyrone are n → π*, in 3-hydroxy-4-pyrone, the second n
→ π* state is destabilized to S3. When the benzene ring fuses
and 3-HC is built, the second n → π* state disappears among
the first five excited states and the first of them appears as S2.
The remaining four excited states are of a π → π* nature: S1
and S5 present significant oscillator strengths, and they are
coincident with the two bands of the experimental absorption
spectrum, the first less intense and S5 with a more pronounced
intensity. Finally, the introduction of the phenyl group in
position 2 causes the stabilization of π → π* states and shifts
the n → π* up to S3. For this molecule, 3-HF, S1 is the state
showing the greatest oscillator strength and corresponds to the
most intense band of the experimental spectrum. The
photophysical and photochemical properties of the 3-HF
need this bright first excited state (n → π* states are known as
dark states). Consequently, only those molecules where the
first excited state is of a π → π* nature can be used as a
simplified model to study the photochemical properties of 3-
HF. According to our results, only 3-HC verifies this condition.
In conclusion, neither 4-pyrone nor 3-hydroxy-4-pyrone can be
used as models of 3-HF.
The effect of the solvent depends on the nature of the

excited state. States of an n → π* type present lower dipole
moment than the ground state; consequently, they undergo
lower stabilization in solution, and the absorption band
undergoes a hypsochromic shift moving toward higher
transition energies. The opposite occurs with π → π*-type
excited states that are slightly stabilized and therefore present a
bathochromic shift. This behavior follows the trend registered
in the experimental absorption spectra when moving from
apolar and aprotic solvents (such as cyclohexane or
methylcyclohexane) to alcohols such as ethanol. For the
PCM/IBSF method, these shifts are more pronounced than for
PCM/cLR as it provides a complete response of the solvent;
this is particularly clear in smaller molecules and mainly in 4-
pyrone. In any case, as most of the solvent polarization is
collected at the first cycle and given the convergence problems
of PCM/IBSF when excited states higher than the first are
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calculated, PCM/cLR can be considered as the more reliable
strategy for our study. The PCM/cLR2 method includes part
of the solute−solvent dispersion component; more specifically,
it includes the response of the solvent to the transition dipole
moment of each electronic transition and, consequently, it
vanishes in n → π* states where the transition dipole is zero. It
is worth noting that the solvent shift strongly decreases with
the size of the π system and the formation of the IHB; thus, it
is larger in 4-pyrone than in 3-HF. This fact is probably related
to the larger charge delocalization allowed by the π-system.
Finally, in molecules displaying a hydroxyl group in position

3, an intramolecular hydrogen bond is formed between the
oxygen of the carbonyl group and the hydrogen of the hydroxyl
group. When passing from 3-hydroxy-4-pyrone to 3-HC, this
hydrogen bridge weakens, as is deduced from the fact that it
increases its length and decreases the corresponding bond
angle. However, when passing to 3-HF, its strength increases.
In solution, a competition is established between this IHB and
the interaction of the two polar groups with the solvent. In this
way, there is a weakening of the intramolecular bond, verified
by an increase in the distance of C�O···H�O and by a
decrease in the angle of O···H−O.
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