
 1Reeves M, et al. BMJ Health Care Inform 2022;29:e100456. doi:10.1136/bmjhci-2021-100456

Open access 

Resampling to address inequities in 
predictive modeling of suicide deaths

Majerle Reeves    ,1 Harish S Bhat,1 Sidra Goldman- Mellor2

To cite: Reeves M, Bhat HS, 
Goldman- Mellor S.  Resampling 
to address inequities in 
predictive modeling of suicide 
deaths. BMJ Health Care Inform 
2022;29:e100456. doi:10.1136/
bmjhci-2021-100456

 ► Additional supplemental 
material is published online only. 
To view, please visit the journal 
online (http:// dx. doi. org/ 10. 
1136/ bmjhci- 2021- 100456).

Received 31 July 2021
Accepted 03 March 2022

1Department of Applied 
Mathematics, University of 
California Merced, Merced, 
California, USA
2Department of Public Health, 
University of California Merced, 
Merced, California, USA

Correspondence to
Majerle Reeves;  
 mreeves3@ ucmerced. edu

Original research

© Author(s) (or their 
employer(s)) 2022. Re- use 
permitted under CC BY- NC. No 
commercial re- use. See rights 
and permissions. Published by 
BMJ.

ABSTRACT
Objective Improve methodology for equitable suicide 
death prediction when using sensitive predictors, such 
as race/ethnicity, for machine learning and statistical 
methods.
Methods Train predictive models, logistic regression, 
naive Bayes, gradient boosting (XGBoost) and random 
forests, using three resampling techniques (Blind, 
Separate, Equity) on emergency department (ED) 
administrative patient records. The Blind method 
resamples without considering racial/ethnic group. 
Comparatively, the Separate method trains disjoint models 
for each group and the Equity method builds a training set 
that is balanced both by racial/ethnic group and by class.
Results Using the Blind method, performance range 
of the models’ sensitivity for predicting suicide death 
between racial/ethnic groups (a measure of prediction 
inequity) was 0.47 for logistic regression, 0.37 for naive 
Bayes, 0.56 for XGBoost and 0.58 for random forest. 
By building separate models for different racial/ethnic 
groups or using the equity method on the training set, we 
decreased the range in performance to 0.16, 0.13, 0.19, 
0.20 with Separate method, and 0.14, 0.12, 0.24, 0.13 
for Equity method, respectively. XGBoost had the highest 
overall area under the curve (AUC), ranging from 0.69 to 
0.79.
Discussion We increased performance equity between 
different racial/ethnic groups and show that imbalanced 
training sets lead to models with poor predictive equity. 
These methods have comparable AUC scores to other work 
in the field, using only single ED administrative record 
data.
Conclusion We propose two methods to improve equity 
of suicide death prediction among different racial/ethnic 
groups. These methods may be applied to other sensitive 
characteristics to improve equity in machine learning with 
healthcare applications.

INTRODUCTION
Suicide is the 10th leading cause of death in 
the USA and has increased 35% from 1999 to 
2018.1 Despite decades of clinical and epide-
miological research, our ability to predict 
which individuals will die by suicide has not 
improved significantly in the last 50 years.2 
Many factors (eg, prior non- fatal suicide 
attempt, psychiatric disorder, stressful life 
events and key demographic characteristics) 
are associated with elevated suicide risk at the 

population level, but individualised suicide 
risk prediction remains challenging.

Recent research attempting to improve 
the performance of previous suicide predic-
tion models has used statistical and machine 
learning tools to explore suicide risk factors 
and to classify patients according to their risk 
for suicidal behaviour.3–9 Much of this work 
has focused on patients in healthcare settings, 
motivated by the growing availability of large- 
scale longitudinal health data through elec-
tronic medical record (EMR) systems, the 
high proportion of suicide decedents who 
have contact with healthcare providers in 
the year before their deaths,10 and health-
care patients’ substantially elevated risks 
of suicide.11 Many of these studies focus on 
high- risk groups5 6 9 and/or predicting non- 
fatal suicidal behaviours7 8 instead of suicide 
death, due to the low base rate of suicide 
and/or the difficulty of linking EMRs with 
death records.

The increasing prominence of machine 
learning models in healthcare applica-
tions has been accompanied by increasing 
concerns that these models perpetuate and 
potentially exacerbate long- standing ineq-
uities in the provision and quality of health-
care services.12 13 Algorithmic unfairness can 

Summary

What is already known?
 ► There has been significant research in building 
machine learning/statistical models for predicting 
suicide.

 ► Most of these models use race as a predictor, but 
do not include analysis of how this predictor is used.

 ► Most of these models follow patients over a period 
of time and do not analyse a single visit.

What does this paper add?
 ► Shows models can perform competitively only using 
one patient visit and administrative patient records.

 ► Compares model performance on different racial/
ethnic groups.

 ► Introduces two resampling techniques to increase 
racial/ethnic equitability in model performance.
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stem from two places: the collected data and the machine 
learning algorithms.14 To address this issue, several 
groups15 16 have advocated for machine learning models 
to be proactively designed in ways that advance equity 
in health outcomes and prioritise fairness. This goal is 
critical in the mental healthcare and suicide prevention 
fields, where research has long documented both racial 
discrimination in care as well as racial/ethnic disparities in 
rates of suicidal behaviour and mental health stigma.17–19 
Recent work has shown that predictive models for suicide 
death are less accurate for Native American/Alaskan 
Aleut, non- Hispanic Black and patients with unknown 
racial/ethnic information compared with Hispanic, non- 
Hispanic White or Asian patients.9 Although the ultimate 
goal is ensuring that racial/ethnic minoritised groups 
derive equal benefit with respect to patient outcomes 
from the deployment of machine learning models in 
healthcare systems, an important goal in the earlier stages 
of model development is testing whether a prediction 
model is equally accurate for patients in minoritised and 
non- minority groups.15 20

We build models that quantify an individual’s risk 
of future death by suicide, using information gleaned 
from a single visit to an emergency department to seek 
care for any condition, including non- psychiatric condi-
tions. Our retrospective cohort study uses a database of 
administrative patient records (APRs) linked with death 
records that has not been used in prior predictive model-
ling studies. To address the low base rate of suicide death 
and/or racial/ethnic imbalances, we resample database 
records to build three different training sets. Using 
metrics established in the literature, we measure the test 
set performance of four classifiers trained on each of the 
three resampled training sets, focusing on methods that 
equalise opportunity and odds across all subgroups.

METHODS
Data sources
This study uses APRs provided by the California Office 
of Statewide Health Planning and Development together 
with linked death records provided by the California 
Department of Public Health Vital Records. All data 
obtained and used were deidentified.

We analyse all visits to all California- licensed EDs 
from 2009 to 2012, by individuals aged at least five with 
a California residential zip code and less than 500 visits. 
The data contains N=35 393 415 records from 12 818 

456 patients,21 and includes the date and underlying 
cause of death for all decedents who died in California 
in 2009–2013.

For each record, we assign a label of Y=1 if the record 
corresponds to a patient who died by suicide (corre-
sponding to International Classification of Diseases- 
version 10 (ICD- 10) codes X60- X84, Y87.0 or U03) 
during the period 2009–2013; otherwise, we assign a 
label of Y=0. This allows a minimum of 1 year between 
each patient visit and when deaths are assessed. The 
goal of our models is to use information from a single 
visit by a single patient to predict Y, death by suicide 
between 2009 and 2013. In our records, 9364 patients 
(with 37 661 records) died by suicide; as <0.11% of the 
data is in the Y=1 (death by suicide) class, the classifica-
tion problem is imbalanced.

The APRs contain both patient- and facility- level 
information which includes basic patient demographic 
characteristics, insurance/payer status, discharge infor-
mation, type of care, admission type and one primary 
and up to five secondary Clinical Classifications Soft-
ware (CCS) diagnostic codes. These CCS codes aggre-
gate more than 14 000 ICD- 9- CM diagnoses into 285 
mutually exclusive and interpretable category codes. 
The APRs also contain supplemental E- Codes, which 
provide information about the intent (accidental, 
intentional, assault, or undetermined) of external inju-
ries and poisonings. Note that APRs omit information 
such as vital signs, height/weight and other biological 
indicators found in a full medical record. See online 
supplemental material for additional information 
regarding APRs.

Table 1 breaks down the data set by racial/ethnic 
identity. Seven categories describe racial/ethnic iden-
tity: Black, Native American/Eskimo/Aleut, Asian/
Pacific Islander, White, unknown/invalid/blank, other 
and Hispanic. While we recognise that these are crude 
measures for racial/ethnic identity, this is the granu-
larity of information collected by hospitals and used in 
machine learning models. Native American/Eskimo/
Aleut and White patients have significantly higher rates 
of suicide death than Hispanic, Black or Asian/Pacific 
Islander patients, which is consistent with the measured 
trends.1 In this work, we do not train classification 
models for the Native American/Eskimo/Aleut group, 
as the number of suicide deaths is too small to gener-
alise to a wider population. Note that racial/ethnic 

Table 1 Data broken down by race/ethnic feature, excluding the ‘other’ and ‘unknown’ race categories

White Hispanic Black Asian Native American

Patient records 17 337 370 9 863 670 4 437 649 2 014 810 125 769

Suicide death records 27 974 4739 2099 1246 264

Suicide death records per 100 000 patient 
records

161 48 47 62 210

Note that suicide rates differ considerably by category.
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information is supposed to be self- reported by patients 
but may be inferred incorrectly by clinical personnel or 
be incorrectly recorded22; we assume the error rate is 
low enough to not affect our results substantially.

Statistical methods
Given the large imbalance in the class distribution, 
training directly on the raw data would yield classifiers 
that achieve accuracies exceeding 99.9% by predicting 
that no one dies by suicide. To derive meaningful 
results, we must proactively address the class imbal-
ance; we focus on resampling, an established approach 
for classification with imbalanced data.23

For each of three resampling methods (denoted 
below as Blind, Separate and Equity), we apply four 
statistical/machine learning techniques: logistic regres-
sion, naive Bayes, random forests and gradient boosted 
trees (model descriptions in online supplemental mate-
rial). This yields 12 models, which we compare below. 
In each case, we split the raw data into training, valida-
tion, and test sets and resample only the training sets. 
We select model hyperparameters (eg, for tree- based 
models, the maximum depth of the tree) by assessing 
the performance of trained models on validation sets. 
Once we have selected hyperparameters and finished 
training a model, we report its test set performance.24 
The test set is not used for any other purpose, simu-
lating a scenario in which a model is applied to newly 
collected data.

For imbalanced binary classification problems, 
among the most widely used resampling methods are 
those that sample uniformly from either or both classes 
to create a class- balanced training set.23 We choose this 
method as a baseline and denote this method as Blind; 
it resamples without considering racial/ethnic group 
membership. The Separate and Equity resampling 
procedures are different ways to account for racial/
ethnic group membership when forming balanced 
training sets. These sampling techniques address two 
sources of bias in the data: representation bias and 
aggregation bias. From table 1, the White population 
comprises the majority of patient records as well as 
suicide deaths, leaving all minority groups underrep-
resented. The aggregation of over- represented data 
with underrepresented data can lead to bias. However, 
there can still be aggregation bias when groups are 
equally represented.14 For this reason, we train sepa-
rate models for each racial/ethnic group in addition to 
a joint model with Equity resampling.

For all three approaches, we begin by shuffling the data 
by unique patient identifier. We then divide the data into 
training, validation, and test sets with a roughly 60/20/20 
ratio, ensuring that each set is disjoint in terms of patients. 
This ensures that patients used for training are not in the 
test set, which may artificially inflate model performance.

In the Blind method, we separate the training set by 
class, resulting in two sets. We then randomly sample a 

subset of the majority class—patients who do not die of 
suicide—till we achieve a balanced training set.

In the Separate method, the training data is separated 
by racial/ethnic group and like the Blind method we 
undersample the majority class to balance the data. We 
thus train disjoint models for each racial/ethnic group.

In contrast, in the Equity method, we divide the training 
set by both racial/ethnic group and class label. This 
results in eight training subsets. We then sample 7500 files 
with replacement from each of the 8 training subsets. The 
union of these samples is the equity- directed resampled 
training set; note its balance across racial/ethnic groups 
and across 0/1 labels. This is a form of stratified resam-
pling in which the strata are racial/ethnic group and 0/1 
label.25 In this case, the trained model can be applied to 
test data from any of the four groups.

In these models, we treat each visit by each patient inde-
pendently. Consequently, each predictive model bases its 
prediction only on the APR from the current (index) visit. 
As resampling uses randomness, we show the robustness 
of our results by repeating the sampling procedure and 
building/training the models with 10 different random 
seeds. Additional information about the random trials 
can be found in online supplemental material, figures 
S1- S3. When reporting the results, we provide average 
performance (with SD) of each model for each racial/
ethnic group and resampling method.

RESULTS
In tables 2–4, we report test set sensitivity, specificity and 
area under the curve (AUC)24 for each resampling method 
and model type, broken down by racial/ethnic group. We 
do not report accuracy due to the class imbalance. Here 
sensitivity and specificity are, respectively, the percent-
ages of correctly classified records in the Y=1 (patients 
who died by suicide) and Y=0 (all other patients) classes. 
When analysing the performance of different models, 
we imagine a setting in which patients classified as posi-
tive (ie, at high risk of suicide) have the opportunity to 
receive an intervention such as a postdischarge phone 
call. We, thus, prioritise sensitivity over specificity, as false 
negatives consist of patients who die of suicide with no 
intervention, while false positives consist of patients who 
receive a potentially unneeded intervention.

Our models output a probability of Y=1 (suicide death) 
conditional on a patient’s APR. In each case, there is a 
threshold τ such that when the model output exceeds 
(respectively, does not exceed) τ, we assign a predicted 
label of 1 (respectively, 0).26 We assign τ values to each 
model to approximately balance specificity, enabling 
comparison of models based on test set sensitivity. We also 
report the size of range which is the difference between 
the highest performance and lowest performance by 
racial/ethnic group. A smaller range implies more 
equitable performance across the racial/ethnic groups; 
a model whose range is zero (for both sensitivity and 

https://dx.doi.org/10.1136/bmjhci-2021-100456
https://dx.doi.org/10.1136/bmjhci-2021-100456
https://dx.doi.org/10.1136/bmjhci-2021-100456


4 Reeves M, et al. BMJ Health Care Inform 2022;29:e100456. doi:10.1136/bmjhci-2021-100456

Open access 

specificity) satisfies the equal odds criterion established 
in the algorithmic fairness literature.

We see several trends in the results. First, Blind resa-
mpling is the least equitable in terms of either test set 
sensitivity or test set specificity. All models yield worse test 
sensitivity on minoritised racial/ethnic groups than on 
the White group. Models trained with Blind resampling 
learn to overclassify White patient files as dying of suicide. 
The AUC metric obscures these differences and makes 
them hard to discern. These results hold for all four statis-
tical/machine learning methods considered.

Both the Separate and Equity resampling strategies 
lead to more equalised sensitivity and specificity across 
the four racial/ethnic groups. These strategies lead all 
four statistical/machine learning methods to improve in 
terms of the equal odds criteria for fairness in classifica-
tion20 and treatment equality; these strategies reduce the 

range in performance of false negative and false positive 
rates across the different racial/ethnic groups.14 27 For 
instance, the range of sensitivities for logistic regression 
decreases from 0.47 (Blind) to either 0.16 (Separate) or 
0.14 (Equity). Notably, this reduction in performance 
range is coupled with a boost in test set sensitivities on 
the minority racial/ethnic groups, and a boost in test set 
specificity for the White group. For further discussion on 
fairness, see online supplemental material.

Table 4 shows that the test set AUC of XGBoost (with 
Equity resampling) is between 0.73 and 0.78, signifying 
good diagnostic accuracy.26 This is clearly better than 
random guessing (AUC of 0.5) and exceeds all AUC 
scores reported in a meta- analysis of 50 years of suicide 
modelling.2 Our AUC scores are comparable to a recent 
study’s male- specific models (0.77 for CART28 and 0.80 
for random forests), and slightly less than that study’s 

Table 2 Average test set sensitivity with SD (at training set specificity of approximately 0.76) of different combinations of 
resampling procedure plus statistical/machine learning method, by racial/ethnic group

Asian Black Hispanic White Size of range

Blind—Logistic Regression 0.43 (0.05) 0.30 (0.08) 0.32 (0.04) 0.76 (0.02) 0.47 (0.05)

Blind—Naive Bayes 0.44 (0.05) 0.35 (0.09) 0.38 (0.04) 0.70 (0.02) 0.37 (0.05)

Blind—XGBoost 0.37 (0.03) 0.27 (0.08) 0.30 (0.03) 0.81 (0.03) 0.56 (0.05)

Blind—Random Forest 0.31 (0.03) 0.24 (0.07) 0.25 (0.03) 0.79 (0.04) 0.58 (0.05)

Separate—Logistic Regression 0.69 (0.03) 0.56 (0.09) 0.63 (0.04) 0.58 (0.02) 0.16 (0.07)

Separate—Naive Bayes 0.60 (0.04) 0.61 (0.11) 0.57 (0.04) 0.56 (0.03) 0.13 (0.06)

Separate—XGBoost 0.67 (0.04) 0.53 (0.12) 0.57 (0.07) 0.58 (0.02) 0.19 (0.09)

Separate—Random Forest 0.71 (0.04) 0.61 (0.12) 0.67 (0.05) 0.57 (0.03) 0.20 (0.08)

Equity—Logistic Regression 0.58 (0.03) 0.52 (0.09) 0.63 (0.04) 0.61 (0.02) 0.14 (0.05)

Equity—Naive Bayes 0.56 (0.05) 0.57 (0.09) 0.63 (0.05) 0.59 (0.03) 0.12 (0.04)

Equity—XGBoost 0.55 (0.04) 0.50 (0.10) 0.69 (0.03) 0.70 (0.02) 0.24 (0.06)

Equity—Random Forest 0.65 (0.08) 0.65 (0.11) 0.72 (0.07) 0.70 (0.06) 0.13 (0.07)

For each column and each resampling method, boldface indicates the top performing method(s).

Table 3 Average test set specificity with SD (at training set specificity of approximately 0.76) of different combinations of 
resampling procedure plus statistical/machine learning method, by racial/ethnic group

Asian Black Hispanic White Size of range

Blind—Logistic Regression 0.91 (0.01) 0.93 (0.01) 0.94 (0.01) 0.57 (0.01) 0.38 (0.01)

Blind—Naive Bayes 0.91 (0.01) 0.90 (0.01) 0.91 (0.00) 0.61 (0.01) 0.30 (0.01)

Blind—XGBoost 0.96 (0.00) 0.95 (0.01) 0.95 (0.00) 0.54 (0.02) 0.42 (0.02)

Blind—Random Forest 0.97 (0.00) 0.96 (0.00) 0.96 (0.00) 0.52 (0.04) 0.45 (0.04)

Separate—Logistic Regression 0.66 (0.01) 0.66 (0.02) 0.74 (0.01) 0.75 (0.00) 0.10 (0.01)

Separate—Naive Bayes 0.72 (0.03) 0.63 (0.08) 0.78 (0.01) 0.74 (0.01) 0.15 (0.07)

Separate—XGBoost 0.71 (0.02) 0.73 (0.06) 0.76 (0.05) 0.77 (0.01) 0.10 (0.04)

Separate—Random Forest 0.61 (0.03) 0.64 (0.03) 0.70 (0.03) 0.75 (0.02) 0.15 (0.04)

Equity—Logistic Regression 0.79 (0.01) 0.78 (0.01) 0.76 (0.01) 0.71 (0.01) 0.08 (0.01)

Equity—Naive Bayes 0.81 (0.01) 0.74 (0.01) 0.76 (0.02) 0.71 (0.02) 0.10 (0.01)

Equity—XGBoost 0.81 (0.01) 0.80 (0.02) 0.72 (0.01) 0.65 (0.01) 0.17 (0.01)

Equity—Random Forest 0.70 (0.06) 0.65 (0.03) 0.66 (0.04) 0.61 (0.06) 0.10 (0.02)

For each column and each resampling method, boldface indicates the top performing method(s).

https://dx.doi.org/10.1136/bmjhci-2021-100456
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female- specific models (0.87 for CART and 0.88 for 
random forests).4

DISCUSSION
We trained machine learning models on statewide emer-
gency department using three resampling methods on 
APRs for suicide death classification. We have shown 
that resampling methods can reduce the range in model 
performance on different racial/ethnic groups by at least 
50%. Specifically, equity- focused resampling increases 
the predictive performance of all four machine learning 
models on minoritised racial/ethnic patient groups to 
approximately match that of the majority (non- Hispanic 
White) patient group.

This study has several strengths. Our models achieve 
high predictive accuracy using only single- visit APRs, 
whereas other studies often have a much richer feature 
space from which to learn4 and/or restrict attention to 
only those patients with at least three visits.8 Addition-
ally, the resampling and machine learning methods we 
employ are highly scalable. Given additional records 
from other healthcare systems (eg, from neighbouring 
states), we could add them to our current data set and 
resample/retrain without difficulty. Our models also 
issue predictions for the general population of emer-
gency department patients instead of subpopulations 
with higher suicide risk,5 6 increasing their scope and 
generalisability. We also use linked mortality records 
to predict suicide death rather than nonfatal suicidal 
behaviours or self- harm.3 7 8 When previous large- scale 
machine learning models have been trained on such 
linked data sets, they have often used data from nation-
alised/centralised systems unavailable in the USA.4 Addi-
tionally, the Equity method allows for learning across 
racial/ethnic groups, but because each racial/ethnic 
group is equally represented, still allows for racial/

ethnic specific predictors to be identified. For example, 
a mental health diagnosis is a recognised predictor for 
suicide death,2 but non- Hispanic Black, Hispanic and 
Asian individuals are less likely to be diagnosed with a 
mental health condition.18 19

While we may be able to improve on our methods with 
additional features such as lab results and medication 
history, there are benefits to training with APRs. The 
features in APRs are accessible in most (if not all) existing 
EMR databases. Because these models are trained solely 
on information gathered at a single emergency depart-
ment visit, there is no need to process a patient’s medical 
history. While the logistic regression and naive Bayes 
models are inherently interpretable, the boosted tree 
and random forest models could also be analysed and 
interpreted in detail prior to implementation. Therefore, 
deployment of these methods as an extension of existing 
database software is feasible. We envision this as a tool 
that could potentially assist healthcare providers in iden-
tifying patients at risk for suicide death.29 30

Other machine learning for healthcare applications can 
benefit from this equity analysis. We showed that regard-
less of model type, the Blind resampling method resulted 
in inequitable suicide classification for different racial/
ethnic groups. Our findings suggest that sensitive group 
representation should be considered as a type of class 
imbalance that must be rectified before model training 
takes place. While we have focused here on racial/ethnic 
group membership, the Separate or Equity resampling 
methods can be directly applied to other sensitive catego-
ries. We hypothesise that in other problem domains and 
applications, one can improve prediction equity either 
by building separate models, or by using equity- directed 
resampling. When separation of data by sensitive group 
results in sample sizes too small to train machine learning 
models, equity- directed resampling may still be viable.

Table 4 Average test set AUC with SD (at training set specificity of approximately 0.76) of different combinations of 
resampling procedure plus statistical/machine learning method, by racial/ethnic group

Asian Black Hispanic White Size of range

Blind—Logistic Regression 0.77 (0.02) 0.73 (0.05) 0.77 (0.02) 0.73 (0.01) 0.06 (0.04)

Blind—Naive Bayes 0.74 (0.03) 0.73 (0.04) 0.75 (0.02) 0.71 (0.01) 0.06 (0.03)

Blind—XGBoost 0.79 (0.02) 0.73 (0.05) 0.79 (0.01) 0.76 (0.01) 0.07 (0.05)

Blind—Random Forest 0.77 (0.02) 0.72 (0.05) 0.76 (0.01) 0.73 (0.01) 0.07 (0.04)

Separate—Logistic Regression 0.74 (0.02) 0.66 (0.05) 0.75 (0.02) 0.73 (0.01) 0.10 (0.05)

Separate—Naive Bayes 0.73 (0.03) 0.67 (0.05) 0.74 (0.02) 0.71 (0.01) 0.09 (0.04)

Separate—XGBoost 0.76 (0.02) 0.69 (0.06) 0.75 (0.02) 0.75 (0.01) 0.09 (0.05)

Separate—Random Forest 0.74 (0.02) 0.67 (0.07) 0.75 (0.01) 0.73 (0.01) 0.10 (0.06)

Equity—Logistic Regression 0.76 (0.02) 0.71 (0.05) 0.77 (0.02) 0.72 (0.01) 0.08 (0.04)

Equity—Naive Bayes 0.74 (0.03) 0.72 (0.05) 0.76 (0.02) 0.71 (0.01) 0.07 (0.03)

Equity—XGBoost 0.77 (0.03) 0.73 (0.06) 0.78 (0.01) 0.74 (0.01) 0.08 (0.05)

Equity—Random Forest 0.76 (0.03) 0.70 (0.06) 0.76 (0.01) 0.72 (0.01) 0.09 (0.05)

For each column and each resampling method, boldface indicates the top performing method(s).
AUC, area under the curve.



6 Reeves M, et al. BMJ Health Care Inform 2022;29:e100456. doi:10.1136/bmjhci-2021-100456

Open access 

This study also has limitations. First, as with all machine 
learning models, the finalised predictions are intended 
to complement (rather than substitute for) human judge-
ment. As with other technology (eg, medical imaging), 
practitioners may require additional explanation/
interpretation of what the models do internally, to trust 
and apply their predictions in a beneficial way. Though 
we address algorithmic fairness, we should not expect 
purely technological solutions to address systemic ineq-
uities in the healthcare system.13 These inequities may 
cause unequal mislabeling of suicides by race/ethnicity, 
affecting the quality of the linked data we analyse, and 
thereby reducing the true generalisability of our models 
to real- world settings.18 Within the algorithmic fairness 
context, while our equity- resampled models achieve 
predictive equality across racial/ethnic groups, recorded 
membership in these groups is not always accurate. Addi-
tionally, patients potentially belong to many vulnerable 
groups (via their socioeconomic status, disability status, 
Veteran status, etc); further resampling/stratification may 
be needed to achieve algorithmic fairness with respect to 
all such groups. In some cases, for instance, if sample sizes 
are too small, achieving the equal opportunity standard 
may not be possible. Finally, because we have trained our 
models only on data from California residents in specific 
years, we cannot be sure that the trained models them-
selves will generalise to other locations and time periods. 
However, the techniques we describe could be applied to 
construct analogous models given sufficient data from 
other locations.

CONCLUSION
When building suicide prediction models using highly 
imbalanced data sets, resampling is necessary. However, 
blind resampling can negatively impact model perfor-
mance for minority groups. Applying either of two resa-
mpling methods, we develop predictive models that have 
reduced prediction inequity across racial/ethnic groups.
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